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A Machine Learning
Personalization Flow

Gabriel Bénédict

Abstract

This thesis describes a machine learning-based personalization flow for streaming
platforms: we match users and content like video or music, and monitor the
results. We find that there are still many open questions in personalization
and especially in recommendation. When recommending an item to a user,
how do we use unobservable data, e.g., intent, user and content metadata as
input? Can we optimize directly for non-differentiable metrics? What about
diversity in recommendations? To answer these questions, this thesis proposes
data, experimental design, loss functions, and metrics. In the future, we hope these
concepts are brought closer together via end-to-end solutions, where personalization
models are directly optimized for the desired metric.
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Chapter 1

Introduction

Video streaming platforms have changed the way people consume and interact
with digital media (Gomez-Uribe and Hunt, 2015). One of the key innovations of
video streaming platforms with regards to traditional television, is personalization,
that is, the ability to tailor the experience to each single user and their interests,
given their past behavior on the platform (Bennett et al., 2012; Teevan et al.,
2005).

Figure 1.1: Our user journey and recommendation flow paradigm. Along
the user journey, a user (1) has an intent (e.g., series catch up), (2) sees the
home page with video thumbnails inside recommendation strips, (3) interacts
with the platform (clicks, scrolls, bookmarks, video plays, ratings, etc.), and
(4) feels a certain level of (dis)satisfaction with the platform over time. With the
recommendation flow, the platform (i) generates personalized strips, (ii) selects
personalized thumbnails (stills from a video), (iii) measures the relationship
between intent, interactions and satisfaction, (iv) measures the appropriate level
of content diversity. (i) and (ii) nudge the user towards consuming certain
content, (iii) and (iv) help monitor the user’s resulting actions.

When designing and examining methods for personalization, the concept of
user journey is helpful. We propose this term in the context of this thesis to
describe the user’s interactions with a video streaming platform from login to
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1. Introduction

Figure 1.2: Videoland’s recommendation strips.

logout. In the setting of video streaming, the user journey consists of several
steps (see Figure 1.1). First, users come to the platform with some intents
(e.g., binge-watching a series, finding a family-friendly movie, discovering new
genres) (Bénédict et al., 2023a). Then, they see a customized home page with
various horizontal recommendation strips. In Figure 1.2 we show how this step
in the user journey is realized with the landing page of Videoland, a Dutch video-
on-demand service. Each strip contains videos with (sometimes personalized)
thumbnails (the clickable image that represents the video content). Over time,
users interact with the platform and leave behavioral signals (e.g., clicks, watch
time, bookmarks, ratings, etc.). From the platform’s perspective, deciphering
how these behavioral signals, prompted by user intents, translate into overall
satisfaction remains a complex challenge (Mehrotra et al., 2019).

Behavioral signals generated during the user journey have long been drawn
on to target users individually (Lai and Yang, 2000). The term personalization
is commonly used to describe this strategy (Rucker and Polanco, 1997). Initially,
in the domain of e-commerce in the late 1990s, personalization was restricted
to email newsletters and aimed at user groups (Kohavi and Provost, 2001).
Personalization appeared on early video streaming platforms like Netflix in
the form of one-dimensional lists, i.e., the recommendation strip mentioned
above (Kohavi and Provost, 2001). Today, the user journey on video platforms
is steered by the platform’s algorithms: personalization is used in the ordering
of the strip (i.e., multiple one-dimensional lists), in the choice of the thumbnail,
in the font title of the thumbnail and in search. A review of these strategies can
be found in (Gomez-Uribe and Hunt, 2015).

In this thesis, personalization flow is used to denote a set of a video platform’s
algorithms for a tailored user journey (see Figure 1.1). In industry, one could
link these algorithms with a proper data architecture to retrieve user data,
feed it to the algorithms, and serve it back to the users, among other things.

2



Such a data architecture, together with the algorithms, would then qualify as
a personalization pipeline. This thesis focuses on the algorithms rather than
on the engineering related to the data architecture. We highlight this with our
denomination personalization flow. One part of the flow retrieves data that feeds
all other algorithms: collecting user data and analyzing user behavior (Ronen
et al., 2016). The data granularity can range from the number of items watched
(just one data point per user session), all the way to recordings of all mouse
movements (thousands of data points per session). With that session-level data,
streaming platforms attempt to predict what the user will do and adapt the
user journey to the user: the next movie to watch, the subsequent logins, the
midterm satisfaction (typically, the amount of time spent on the platform per
month), all the way to churn rate (subscription cancellation rate) (Hohnhold et
al., 2015).1 These predictive models are tested first on a simulated platform with
simulated users “o�ine.” Models are then evaluated on the platform exposed
to users “online” over several iterations and over time. In the evaluation phase,
preferences, and interaction patterns are captured again as a feedback loop (Beel
and Langer, 2015; Gomez-Uribe and Hunt, 2015).

Aside from the observable user feedback signals (such as clicks, watch time,
time on the platform, etc.), a platform can also take hidden signals into consid-
eration. In this thesis, we survey and model user intent (“I want to watch the
next episode of my favorite show,” “I am looking for new content,” “I want to
bookmark items for later viewing,” etc.).

Besides satisfying the users, the platform also bears another responsibility,
because it is able to steer the user towards certain consumption behaviors. For
example, the platform has to ensure that the content it o�ers is diverse and
promotes representative voices (e.g., promoting screenwriters of di�erent genres,
movies in di�erent languages, a variety of movie genres).

To sum up, the personalization flow is often geared towards optimizing
relatively simple metrics like the number of minutes seen (Mehrotra et al.,
2019) and the churn rate (Lee and Lee, 2006), but it is also directly linked to
a responsibility to balancing multiple, sometimes competing targets, such as
long-term user satisfaction (Hohnhold et al., 2015), content diversity, and ethical
considerations (Helberger, 2019).

In this thesis, we propose individual tools that use the logged interactions from the
user journey above, for the steps of recommendations, thumbnail selection, intent-
satisfaction linking, and diversity measurement. Together, these tools form our
proposed personalization flow. In the thesis we seek to make novel contributions
to each of these steps. We adapt di�usion models (Sohl-Dickstein et al., 2015a)
from the image domain (continuous-2D-structured-data) to recommendation
(binary-1D-unstructured-data). This way, we open the door to the use of priors in
recommendation – preferred movie genres, past behavior or incomplete viewing
history, etc. – like is seen in di�usion for images (an image description, a previous
reference image, a masked image, etc.) (Zhang et al., 2023a). As for personalized

1In order of increasing forecast horizon.
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1. Introduction

thumbnails, existing research in multilabel image classification is highly reliant
on variations of the binary cross-entropy loss (Fisher, 1912), but we think that
the multilabel setting (as opposed to the binary or multiclass setting) requires its
own solution. For the next step, we identify a lack of a systematic approach for
intent-satisfaction studies, that would provide survey design, code and modern
bayesian approaches to the problem. Finally, we argue for the importance of a
diversity metric for news / movies recommendations that is distribution agnostic
– to adapt to any distribution of discrete normative standpoints – and rank-aware
– to accommodate for the propensity of a user to scroll up to an item on a ranked
list. As such a metric is missing from the literature, we propose a rank-aware
adaptation of the Jensen-Shannon Divergence.

In short, in this thesis, we focus on the video streaming platform ecosystem,
explore the challenges and opportunities of personalization, recommendation,
and user behavior analysis. By combining survey methods, modeling, adaptive
testing, and behavioral analysis, this study aims to contribute to the development
of video streaming platforms that can provide user satisfaction in a responsible
way.

1.1 Research Outline and Questions
We scope the thesis around four research questions, each corresponding to a
research chapter in the thesis.

Personalization on streaming platforms is often seen as a way of predicting
what users want to watch based on their preferences and behavior. Our first
research question addresses the entry point of the user journey on a personalized
platform, namely recommendations on the home page of a video platform, that
is, the page where a user first lands when visiting the streaming platform.

RQ1 Can we use di�usion to do recommendation in the classical user-item
matrix setting?

Traditionally, recommender systems directly retrieve content from the catalog to
the user (Dehart, 1966). Alternatively, user instructions and feedback are fed to
a generator of personalized content, before retrieving and ranking from that new
library of generated content, according to the recent generative recommendation
paradigm (Wang et al., 2023). The generative recommendation paradigm covers
individual content generated from scratch (like di�usion based image creation)
or generative recommendation of existing content (like conversational recom-
mendation). We investigate how di�usion models can be used to do generative
recommendation: generate a list of recommended content. Di�usion models
are physics inspired neural models, that include a forward (perturbation) and
backward (learning) process on each example (Sohl-Dickstein et al., 2015a).
Di�usion has been applied to images, music and other modalities. Unlike these,
the classical recommendation setting of the user-item matrix (Koren et al., 2009)
does not entail spatial relationships between data points: contrary to pixels on
an image, there is no information encoded in the allocation of users and item on

4
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a matrix. We illustrate this in RecFusion (Bénédict et al., 2023), where we first
use Unets (Ronneberger et al., 2015a) to fit data in a spatial way, before going
back to the classical recommendation neural setting of feeding data user-by-user.
For this one-dimensional user vector, we provide a proof and first experiments
to show that a binomial (Bernoulli) di�usion process is viable.

After recommendation, the next step of our flow caters to the display of
recommended videos via thumbnails.

RQ2 Is there a way we can generate personalized thumbnails for each item on a
streaming platform?

Personalization can be seen at di�erent levels of granularity: from targeting user
segments (into interests, age groups, etc.) to targeting single users di�erently.
For this research question, we are interested in how thumbnails (i.e., static
images) can be classified into di�erent categories, more than knowing if we can
target each single user. We therefore opt for a least granular option: we assume
that each user has a favorite genre. We can provide a thumbnail personalized
to that genre (e.g., show a romantic scene from an action movie, if the favorite
genre is romance). Given editorial or automatically selected candidates for
thumbnails, we wish to display the one that is most closely associated with the
user’s preferences. This reduces to a multilabel classification problem: given
an image, predict one, or many, genre(s). When thinking about classification,
the confusion matrix (Stehman, 1997) – with its false positive, true positive,
false negative and true positive quadrants – is a classic way to build evaluation
metrics. But these metrics are hardly used at training time. We think it
is because these quadrant values require counting, which is not di�erentiable
at training time for gradient descent (Robbins and Monro, 1951; Kiefer and
Wolfowitz, 1952). We propose a way to build surrogates to these count metrics
via sigmoid functions. More precisely, we look at maximizing for the F1 score
via our sigmoidF1 surrogate loss function (Bénédict et al., 2022), as a multilabel
classification loss over an entire batch. We show that this improves on classical
image and text benchmarks with classical backbones (CNNs (Fukushima, 1980)
and transformers (Vaswani et al., 2017)).

Recommendations and thumbnails are what primes the users’ interactions
with the video platform. This relates to the next step in our flow:

RQ3 Are users’ intents together with their behavioral data useful signals to
predict or explain satisfaction on a video streaming platform?

Streaming platforms have access to users’ implicit feedback (such as clicks, scrolls,
time on the platform, etc.) and explicit feedback (such as ratings and bookmarks)
via their personalization flow. Some of the user behaviors will remain forever
hidden from the platform though for privacy or technical reasons (e.g., how
many people sit in front of the device, the content the user consumes on other
platforms). Among them, we explore user intents of a video streaming platform.
Previous work has defined intents for music (Mehrotra et al., 2019); we propose
to define them for video and propose a transparent approach by revealing our
survey design, code and simulated data. In (Mehrotra et al., 2019), logistic
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regression was used to predict satisfaction based on intents and behavioral data.
We propose to use random forests and Bayesian hierarchical modeling to enhance
accuracy and interpretability, respectively.

Finally, we close o� our flow with an approach to diversity.

RQ4 Can we formulate a divergence metric that measures the normative diversity
of recommendations?

Videos and especially news platforms serve content that is opinionated. Over time,
platforms have been growing their engineering teams to cover more and more of
the user journey stages (home page, title fonts, watch/read next etc.) (Gomez-
Uribe and Hunt, 2015), with more and more powerful and sometimes generative
models. The user is thus influenced by the platform’s algorithms and thus the
platform’s explicit or implicit norms and values. Can we empower a video/news
platform to measure its ability to align to its norms and values? We would like
to account for how a platform means to properly inform citizens (as defined
in (Helberger, 2019)) and any form of diversity metric (topic, presence of
alternative voices, complexity of the text, etc.). RADio (Vrijenhoek et al.,
2022), the framework we propose caters to these normative aspects but also
to the specific recommendation context: RADio is rank aware and caters for
any kind of discrete distribution via our proposed rank-aware Jensen-Shannon
divergence (Lin, 1991). Chapter 5 is focused on news recommendation but
trivially generalizes to any domain that has categories (e.g., video streaming
with movie genres).

Our research questions have been outlined in this section. The main contri-
butions of this thesis will be summarized in the next section.

1.2 Main Contributions
In this section, we summarize the main contributions of this thesis. We separate
theoretical from artifact (that is, tool and experimental design) contributions.

Theoretical Contributions
• An adaptation of di�usion to unstructured data, where there is no spatial

dependency (Chapter 2).

• The use of di�usion for binary and/or 1D data: A demonstration that KL
divergence is also suited for binary data and that the Bernouilli Markov
process has the same properties as its Gaussian counterpart (Chapter 2).

• A multilabel loss function that ingests all examples in a batch (as opposed
to existing Cross-Entropy-like additive losses) (Chapter 3).

• An F1 score surrogate as a loss function (Chapter 3).

• An account of the current limitations and underreporting of thresholding
at inference time (Chapter 3).

6
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• A proposal of typical intents for video streaming that we divide into
explorative and decisive categories (Chapter 4).

• A diversity metric that adapts to any normative concept and expressed as
the divergence between two (discrete) distributions, rank-aware and math-
ematically grounded in distributional divergence statistics (Chapter 5).

Experimental Contributions
• To model user intent, a Bayesian multilevel models for visualization and

explanations, along with random forests for improved accuracy (Chapter 4).

• A reproducibility study from music to video streaming platforms of intent-
satisfaction modeling (this time with code and synthetic data) (Chapter 4).

• An in-app survey design for a medium size streaming platform (≥1 million
users) and corresponding synthetic data (Chapter 4).

• A metadata enrichment flow (e.g., sentiment analysis, named entity recog-
nition) to extract normative concepts from news articles (Chapter 5).

1.3 Thesis Overview
This first chapter introduces the main topics and goals of this thesis, and suggests
some possible ways to read it. The thesis has six chapters in total, and this
is the first one. The following four chapters each address one of the research
questions that we presented in Section 1.1. Each chapter is based on a previously
published paper (see Section 1.4 below), and can be read on its own. If the reader
is interested in the entire thesis, we recommend following the original order of
chapters, as they follow the user journey and its respective personalization flow
on a streaming platform. The final chapter summarizes the main findings and
contributions of this thesis, and proposes future research directions.

1.4 Origins
We list the publications that are the origins of each chapter below.

Chapter 2 is based on the following paper:
Gabriel Bénédict et al. RecFusion: A Binomial Di�usion Process for
1D Data for Recommendation. The 1st Workshop on Recommendation
With Generative Models on the 32nd ACM International Conference on
Information and Knowledge Management, 2023.
GB wrote the first draft, code, mathematical formulations, designed and
ran experiments. GB was helped all along the way via discussion with the
coauthors. The coauthors then edited the first draft together with GB.
GB did most of the writing.
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Chapter 3 is based on the following paper:
Gabriel Bénédict et al. sigmoidF1: A Smooth F1 Score Surrogate Loss
for Multilabel Classification. Transactions on Machine Learning Research,
2022.
GB wrote the first draft, code, mathematical formulations, designed and
ran experiments. GB was helped all along the way via discussion with the
coauthors. The coauthors then edited the first draft together with GB.
GB did most of the writing.

Chapter 4 is based on the following paper:
Gabriel Bénédict et al. Intent-Satisfaction Modeling: From Music to Video
Streaming. ACM Transactions on Recommender Systems, 1(3), 2023.
GB wrote the first draft, code, mathematical formulations, designed and
ran experiments. GB was helped all along the way via discussion with the
coauthors. The coauthors then edited the first draft together with GB.
GB did most of the writing.

Chapter 5 is based on the following paper:
Sanne Vrijenhoek et al. RADio – Rank-Aware Divergence Metrics to
Measure Normative Diversity in News Recommendations. Proceedings of
the 16th ACM Conference on Recommender Systems, pages 208–219, 2022.
GB, together with SV and MGG, wrote the first draft, code, mathematical
formulations, designed and ran experiments. GB was helped all along the
way via discussion with the coauthors. The coauthors then edited the first
draft together with GB. GB and SV did most of the writing.

The writing of this thesis also benefited from work on the following publications:

• Garbiel Bénédict et al. Gen-IR@SIGIR 2023: The First Workshop on
Generative Information Retrieval. Proceedings of the 46th International
ACM SIGIR Conference on Research and Development in Information
Retrieval, pages 3460–3463, 2023.

• Ali Vardasbi et al. The University of Amsterdam at the TREC 2021 Fair
Ranking Track. TREC Fair Ranking, 2021.

• Gabriel Bénédict. Generative Adversarial Networks. Spectra ML Review
Paper Competition, 2021. eprint: 09.00009.
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Chapter 2

Generative Recommendations
with Di�usion

As a first step in our personalization flow, we look at recommendation – or
presenting the right content to the right user algorithmically – in a new generative
manner.

personalized
recommendation

strip

personalized
thumbnail intent-satisfaction recommendation

diversity

Figure 2.1: The first step of the personalization flow.

Generative models, like di�usion models have been used on modalities like music,
image; but can they be used on unstructured data? Beyond the technical aspect
of fitting di�usion to yet another problem, we are motivated to use di�usion
on the classical user-item matrix situation because it opens doors to di�usion
mechanisms like guidance (e.g., conditioning on a movie genre) or inpainting
(e.g., guessing what users have watched on other platforms and filling some gaps
in the user-item matrix). In other words,

RQ1: Can we use di�usion to do recommendation in the classical user-item
matrix setting?

We respond to this question by first formulating di�erent di�usion models for
this particular recommendation setup. While the U-Net architectures translated
from the image domain (Ho et al., 2020) do not perform well, our own 1D
di�usion models based on a simple MLP architecture and a Bernoulli forward
and backward process are performing competitively against VAE methods. For
the first time, we propose a mathematical derivation of that Bernoulli process
first proposed in an appendix of the original di�usion work (Sohl-Dickstein et al.,
2015a).

This chapter was published at The 1st Workshop on Recommendation With Generative
Models on the 32nd ACM International Conference on Information and Knowledge Management
“RecFusion: A Binomial Di�usion Process for 1D Data for Recommendation” (Bénédict et al.,
2023).
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2. Generative Recommendations with Di�usion

2.1 Introduction
Di�usion models have been profusely used in the image domain (Croitoru et al.,
2023). Next to the 2D setup, an increasing amount of research is focused on the
3D domain (Ho et al., 2022), as well as di�usion on the embedding space (Gao
et al., 2023).1 Typical image di�usion models rely on a U-Net (Ronneberger
et al., 2015b) architecture with attention layers and process entire images at once.
However, image di�usion models rely on and exploit spatial correlations (i.e.,
between pixels in localized regions). Unstructured data settings, where these
assumptions do not hold, are under-explored. In this chapter, we consider the
recommendation systems domain and, more specifically, 1D binary data in the
classical recommendation setting. The recommendation setting is characterized
by the following conditions: (i) a user’s interaction history is organized like 1D
binary data, where columns represent items; and (ii) organized as a matrix for
multiple users, each entry in this interaction matrix corresponds to the type
of interaction between a specific user and item. These interactions can either
be explicit (ratings, ‘likes’ or dislikes), or implicit (dwell time, clicks, purchases,
etc.).

Most modern recommender systems leverage the implicit feedback paradigm,
which utilizes data that is not explicitly provided by the user, such as click data,
purchase history, browsing behavior. Research in recommender systems employs
simpler linear models (Jannach et al., 2020; Rendle et al., 2019; Rendle et al.,
2022; Klingler et al., 2022), or neural models, many of which employ the varia-
tional autoencoder (Kingma and Welling, 2013) framework, e.g., cVAE (Chen
and de Rijke, 2018), RecVAE (Shenbin et al., 2020) or MultVAE (Liang et al.,
2018). Neural models have benefits beyond recommendation performance (e.g.,
in controllability / critiquing (Wu et al., 2019e; Li et al., 2020; Luo et al., 2020;
Yang et al., 2021)), with some models utilizing disentanglement (Bengio et al.,
2013; Higgins et al., 2017) for this purpose (Ma et al., 2019; Nema et al., 2021;
Bhargav and Kanoulas, 2021). Beyond controllability, neither non-neural nor
VAE-based models can handle time information directly. Making it hard, for
example, to deal with preference drift (Huang et al., 2022), where more recent
items may be more relevant for future recommendations. In principle, di�usion
models should be able to deal with these recommendation conditions. There
have been some initial attempts at modeling recommendation problems using
di�usion; CODIGEM (Walker et al., 2022) defines a di�usion model akin to
early attempts in di�usion, with one neural network per di�usion step. We
propose RecFusion, a di�usion model inspired by the DDPM (Ho et al., 2020)
architecture adapted for 1D data. We also propose the Bernouilli di�usion
process, specifically designed for binary data. We experiment with di�erent
common di�usion techniques, such as noise timestep embeddings, modelling the
mean and variance and di�erent noise schedules.

Setup. We assume a binary non-sequential top-n implicit feedback setting

1This line of work on the embedding space is still emergent, we could only find a work in
the text domain.
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Figure 2.2: The RecFusion architecture and its variations (user images generated
with DALL·E 2).

(see explicit assumptions in Section 2.2): we seek to predict only the immediate
next best item(s) for each user and the time is unknown for any past user-item
interaction. The reason for choosing this standard setup is two-fold: (i) by using
binary data, we can study the use case of di�usion for binary data, and (ii) we
remain comparable with the overwhelming majority of recommendation literature.
Indeed, it is common for Assumptions 1–5 that we specify in Section 2.3.1 to be
used.

Main results. As previously shown in the literature, VAE-based models
and non-neural models outperform more complex methods in the standard
recommendation setting. RecFusion outperforms existing di�usion models for
recommendation and opens the way to use guidance and conditioning.

Key contributions of the chapter include: (i) we demonstrate uses of di�u-
sion where there is no spatial dependency, (ii) we o�er a simple implementation
of di�usion that can accomodate any binary and/or 1D data, (iii) we propose
modern Variational Auto Encoder (VAE) architectures for recommendation
(di�usion models are hierarchical VAEs (Kingma et al., 2021)), and (iv) our
code is open and available at https://github.com/gabriben/recfusion, im-
plemented using a reproducible and well-tested framework to facilitate follow-up
work.

2.2 Method

2.2.1 Di�usion models
Di�usion models (Sohl-Dickstein et al., 2015b) are latent variable models that
strive to address the issues of tractability and flexibility by gradually converting
a distribution into another using a Markov chain. The gradual change from the
intractable data distribution to a known one allows for the reverse process to

11
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2. Generative Recommendations with Di�usion

be learned (Feller, 1949). In simple terms, this solves traceability, as now one
can obtain samples of the data distribution by starting from the known one and
using the learned reverse process. At the same time, it introduces flexibility,
thanks to the compounding e�ect of many small simple steps, which allow for
the complexity of the target distribution.

Given the starting binary variable X0, the forward di�usion process is a
Markov chain used to sample latent variables X1

, . . . , Xt
, . . . , XT . We try to

match the original notation from (Sohl-Dickstein et al., 2015b), and make a
few simplifying assumptions that are clear from context. In order to generalize,
we use the notation X to indicate a 2D user-item matrix composed of user
vectors xu,2 themselves composed of individual interactions xu,i. The forward
di�usion process gradually adds noise using a Markov kernel Ÿp(X|XÕ; —), until
the target distribution p(X) is reached using di�usion rate —. The kernel used
is constructed such that it guarantees that the target distribution is reached in
the limit of T æ Œ.

The forward di�usion process is factorized as follows:

q
!
X1:T | X0

"
=

TŸ

t=1

q
!
XT | Xt≠1

"
(2.1)

q
!
XT | Xt≠1

"
= Ÿp

!
Xt|Xt≠1; —t

"
. (2.2)

In this work, the kernel Ÿp is either given by the original gaussian di�usion (Sohl-
Dickstein et al., 2015b) or binomial di�usion (see next section). Then, we can
define the reverse di�usion process using an analogous formulation:

p◊

!
X0:T

"
= p

!
XT

" TŸ

t=1

p◊

!
Xt≠1 | Xt

"
. (2.3)

Thanks to the use of very small di�usion steps, the functional form of the reverse
process is the same as the forward process (Feller, 1949).

The noise schedule of the forward di�usion process —1, . . . , —T is either learned
or follows a predetermined schedule (increasing, decreasing or constant). The
optimization of the backwards di�usion process follows the classical Evidence
Lower Bound (ELBO) formulation:

Eq[DKL

!
q

!
XT | X0

"
| p

!
XT

""
¸ ˚˙ ˝

LT

+
ÿ

t>1

DKL

!
q

!
Xt≠1 | XT

, X0
"

| p◊

!
Xt≠1 | XT

""
¸ ˚˙ ˝

Lt≠1

≠ log p◊

!
X0 | X1

"
¸ ˚˙ ˝

L0

], (2.4)

where DKL is the KL divergence between each forward process step and its
reconstructed representation in the backwards process.

2In most neural recommendation algorithms, a single vector xu is fed to the model, see
Section 2.2.3 for a discussion on that topic.
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2.2.2 A binomial forward process
We use a binomial (single trial Bernoulli) Markov di�usion process to fit the
binomial input data (see assumptions in Section 2.3.1). Intuitively, this corre-
sponds to performing bit flips over di�usion time steps in the forward process
and predicting these bit flips in the reverse process. The latter is defined with

p◊

!
Xt≠1 | Xt

"
:= B

!
Xt≠1; fi◊

!
Xt

, t
""

, (2.5)

where B(u; fi) is the distribution for a single Bernoulli trial (bit flip), with
u = 1 occurring with probability fi, and u = 0 occurring with probability 1 ≠ fi.
The forward process is a flip of the original {0, 1} bits with increasing chance,
determined by the schedule —t:

q
!
Xt | Xt≠1

"
:= B

!
Xt; Xt≠1 (1 ≠ —t) + 0.5—t

"
. (2.6)

Let –t = 1 ≠ —t and –̄t =
rt

·=1
–· , we get (see Appendix):

q
!
Xt|X0

"
= B

3
Xt; –̄tX0 + 1

2 (1 ≠ –̄t) –̄t

4
. (2.7)

This means that, when we use a binomial forward kernel the reverse di�usion
process will also be binomial. Then, we can simply use a network to predict the
bit flip probability for the reverse process to be modeled accurately.

For the loss function we use a Binary Cross Entropy (BCE) ELBO formulation
(Eq. 2.4) for L0:

L0 = ≠ log p◊

!
X0 | X1

"
= X1 § log X0 +

!
1 ≠ X1

"
§ log

!
1 ≠ X0

"
. (2.8)

We use § as the sign for element-wise multiplication. The traditional ELBO
loss relies on the KL divergence. We demonstrate that the KL divergence is
also suited for binary data (see Appendix A.1). Additionally, we derive the
Bernoulli Markov process and verify that a combination (multiplication) of
Bernoulli distributions is still a Bernoulli distribution (see Appendix A.2). This
guarantees that we can use the Gaussian Markov process properties.

2.2.3 RecFusion – Recommendation systems as di�usion
models

In the image domain, X0 is of dimension corresponding to the image resolution.3
Instead, in the recommendation setup, X0 is the full user-item matrix.

Full-matrix. In our recommendation setting, we can consider the entire
user-item matrix as X0 of dimension U ◊ I, where U is the number of users and
I is the number of items. Each cell in that matrix is a binary representation of
the feedback of a user on an item (e.g., for MovieLens (Harper and Konstan,
2015), xui is 1 for ratings above 3 stars and 0 otherwise, following (Liang et al.,

3See Section 2.2.1 for our choice of notation.
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2. Generative Recommendations with Di�usion

2018)). We are thus framing our setting as non-sequential recommendation with
binary feedback (see Section 2.3)). With ever-growing user-item matrices, it
quickly becomes infeasible to perform in-memory computations. The solution
for image di�usion models is to use a first di�usion model for a say 32 ◊ 32
image and then use several super-resolution models to upscale it (Saharia et al.,
2022). We consider that a user-item matrix cannot be downscaled by blurring
it, because it does not contain hierarchical features, unlike for an image (e.g. an
image of a dog probably contains the dog’s head, which contains eyes, etc.).

User-batch. Instead, we could think of batches of users X0

uœbj
’bj œ b.

4 In
that case, the input matrix is still big. For example on MovieLens1M, a batch
size 200 users leads to a 200 ◊ 10000 matrix compared to a 32 ◊ 32 image, but
possible to fit in memory. There are two more advantages to feeding by batch.
(I) We can now perform gradient descent over several examples of the data
instead of just one matrix example, and (II) we can form batches of items of
the same category and use that as a downstream task (a.k.a. di�usion guidance
(Ho and Salimans, 2021)). For example, we could batch by movie genre in the
case of the MovieLens dataset (Harper and Konstan, 2015). This user-batch
formulation is still similar to the original 2 dimensional image setting, but
assumes relationships between users close together in the matrix if convolution-
based models are used. This assumption is unrealistic and we thus think that
this is not a viable approach theoretically. We nonetheless verify that assumption
empirically with RecFusionU-Net2D.

User-by-user. Alternatively, we can use a 1D formulation (batch size
of 1), with x0

u, the vector of all item feedbacks for user u. In that case, we
assume no relationships between users. This corresponds to the formulation of
MultVAE (Liang et al., 2018). With this formulation, the advantages of the user-
batch formulation are kept and spatial dependence between users does not need
to be assumed. This setting applies to RecFusion, RecFusionT, RecFusionVar,
RecFusionBin, RecFusionU-Net1D.

We use the vector notation x for the rest of the chapter, to refer to xu, a
user vector. Below we look at two practicalities, conditional generation and the
fully perturbed recommendation matrix.

Generate from x1, a simple alternative to conditional generation

In practice, a recommendation platform is interested in finding the top K next
items for users (see Assumption 4 in Section 2.3.1). In a traditional di�usion
inference setup, we would start with a completely random recommendation
matrix xT and generate x0 iteratively via the backward di�usion pass through
the neural network p◊

!
xt≠1 | xt

"
over each di�usion time step t. Without any

conditioning / guidance / inpainting techniques, the generated matrix x0 remains
the same, given a particular random xT . We propose a simpler approach: at
inference time, we feed the validation/test recommendation matrix as x1 and
perform a single backward di�usion step to x0. One question remains: what is a

4Batching by items is also possible, but would rather fit the domain of item-based collabo-
rative filtering (Sarwar et al., 2001).
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completely perturbed matrix?

What is a completely perturbed matrix XT in the recommendation
setting?

Strictly speaking, the kernel Ÿp in the Benoulli markov chain forward process
q

!
XT | Xt≠1

"
= Ÿp

!
Xt|Xt≠1; —t

"
determines the final state p(XT ). Instead, as

an experiment, we propose here to start from a desired final state p(XT ) and
determine a markov chain that leads to it.

More concretely, we ask what is a completely di�used matrix XT ? Is it (a) a
matrix with the same mean activity as the input data p(XT = 1) = E(x0) = X̄0

(as proposed by Sohl-Dickstein et al. (2015b)) (b) a matrix with a fair coin flip
activity p(XT = 1) = 0.5 – in the binomial case B(XT ; 0.5) – or (c) a matrix full
of zero values p(XT = 1) = 0. We show these three alternatives in Figure 2.3
with a Bernouilli di�usion example.

With (a) and (b), we experiment with allowing bit flips from 0 to 1 and from
1 to 0, by formulating p◊ = B (xt; —t) and x

t = (1≠p◊) ·xt≠1 +p◊ ·(1≠x
t≠1). For

(a), we use a fixed schedule of —t = 0.01 ’t. The reverse di�usion process is able
to pick up a signal. For (b), we use a fixed schedule of —t = 0.5 ’t. Right away,
the user vector becomes chaotic and no real signal is picked up by the reverse
di�usion process. With (c), we only allow bit flips from 1 to 0 and end up with
with a matrix full of zeroes. For that we let p◊ = B

!
Xt; Xt≠1 (1 ≠ —t) + 0.5—t

"

and x
t = p◊ · x

t. Again, the reverse di�usion process picks up a signal. We found
(c) to work best in practice. We conjecture that this is because bit flips only go
in one direction and that this information flows more smoothly in the gradient
descent steps.

Architecture

We propose a few di�erent architectures for RecFusion, in order of complexity.
RecFusion, a three layer fully connected network with tanh activation. RecFu-
sionT with a time step embedding: we first tried to use the time embedding as
in the original attention paper (Vaswani et al., 2017), namely feeding the time
embedding to the output of the MLP f(x) + Zt. This was not very successful.
Instead we fed the time embedding in a DDPM (Ho et al., 2020) manner (we are
not sure if this practice emerged in DDPM or before): f(x + Zt). RecFusionVar,
which predicts mean and variance/error of di�usion steps like in DDPM (Ho
et al., 2020). RecFusionBin our own 1D Bernoulli di�usion model: forward
steps as described in Section 2.2.3 (c), reverse steps with a RecFusion archi-
tecture but a sigmoid final activation and our own BCE ELBO loss (Eqn. 2.4
and 2.8). RecFusionU-Net1D is the original DDPM (Ho et al., 2020) architecture
simplified, with only one channel and flattened on one dimension to allow for
user vector input x. RecFusionU-Net2D is the original DDPM (Ho et al., 2020)
architecture simplified and only one channel to allow for a user-batch matrix
input X0

uœbj
’bj œ b. Both U-Nets have a time embedding.

Our two Unet architectures are more as proof-of-concepts than theoretically
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(a) a user vector with same
mean activity as the input

data
p(xT = 1) = E(x0) = X̄0

(b) a user vector with a
coin flip activity
p(xT = 1) = 0.5

(c) a user vector full of zero
values p(xT = 1) = 0

Figure 2.3: Binomial di�usion on MovieLens100k after 20 epochs. Top row is
the Bernouilli forward process and the bottom row is the learned reverse process.
Blue is closer to 0; yellow is closer to 1.

grounded architectures. Some elements of the U-Net architecture make it rather
impractical, such as the necessary spatial relationships in the matrix/vector and
the necessity for an even-sized matrix/vector input for the up-downsizing steps
in the Unet. For some datasets, we removed the least popular item from the
data altogether, in order to be able to fit an even number of items as a vector /
matrix.

2.3 Experimental Setup

Our experimental setup focuses on the classical recommendation task, where
the task is to predict items which a user would enjoy / interact with, based
on historical interactions (Steck, 2013). For instance, prior models like the
MultVAE (Liang et al., 2018) are fed the user history, and tasked to rank items,
where each dimension of the input and output correspond to an item – in the
case of the MultVAE, the predicted likelihood can be used to rank recommended
items.

Given original binary input (feedback of whether or not someone liked /
consumed an item), it is a bit harder to argue for a regular forward di�usion
process with Gaussian noise. The forward process is either Gaussian or Binomial.
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2.3.1 Assumptions
Our experiments make the following set of standard assumptions, following prior
work: we assume a Top-K recommendation setup for binary implicit feedback,
and evaluate using a strong generalization split. These, and other assumptions
are explicitly described below:

Assumption 1 Top-K recommendation: We consider the Top-K recommen-
dation problem, reflected primarily in the evaluation metrics we utilize:
Recall@20, Recall@50 and NDCG@100.

Assumption 2 Binary feedback: If a rating is non-binary, we binarize it. We
experiment with two datasets: for MovieLens (Harper and Konstan, 2015)
and Netflix (Bennett and Lanning, 2007), we convert ratings of 4 and
higher to 1, and use 0 otherwise, following prior work (Liang et al., 2018;
Shenbin et al., 2020; Ma et al., 2019).

Assumption 3 Missing or negative interactions cannot be easily distinguished.
Note that this is assumption is easily flawed, but widepsread in the research
literature (Verstrepen et al., 2017). Existing schemes to deal with this
typically either (i) adopt heuristics to classify user-item interactions as
either missing or negative, and weight such instances appropriately in
the loss function (Pan et al., 2008; Hu et al., 2008), or (ii) leverage
information about users’ exposure to recommendations to model this
probabilistically (Liang et al., 2016). We envision that such methods can
be straightforwardly extended to general classes of di�usion models as well,
providing an interesting avenue for future work.

Assumption 4 In contrast to sequential recommendation (Wang et al., 2019),
we do not explicitly consider the order in which items are viewed, an
assumption consistent with prior work (Liang et al., 2018; Shenbin et al.,
2020; Ma et al., 2019), which RecFusion builds on. For the validation
and test sets splits, we randomly sample items independently of item
consumption time.

Assumption 5 We filter out users with fewer than five items, and items with
fewer than five interactions, as is common practice (Liang et al., 2018; Beel
and Brunel, 2019).

Assumption 6 Strong generalization (Marlin, 2004): Users are split into train/-
validation and test sets, with the training employing the entire history.
For validation and test sets, a partial history is fed to the recommender,
with a held-out set being used to evaluate the resulting recommendation.

2.3.2 Baselines
We benchmark our methods against the following non-neural baselines: (i) Ran-
dom: Recommendations are generated by uniformly sampling without replace-
ment from the set of items that have been interacted with. (ii) Popularity: The
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frequency of each item is calculated and subsequently normalized by dividing
the individual count by the maximum count among all items. Consequently,
every user receives identical recommendations with scores ranging from zero
to one. (iii) SLIM: Linear model with a sparse item-to-item similarity matrix;
solved using a constrained ¸1, ¸2 regularized optimization problem (Ning and
Karypis, 2011). (iv) EASE: A variant of SLIM with a closed-form solution,
obtained by dropping the non-negativity and ¸1 constraint, which simplifies to
ridge regression (Steck, 2019).

We also consider the following neural baselines: (i) MultVAE: Variational
autoencoder (Kingma and Welling, 2013) with a multinomial likelihood (Liang
et al., 2018). (ii) RecVAE: Improves upon the MultVAE with a composite prior,
newer architecture and a training schedule which alternates between training
the encoder/decoder (Shenbin et al., 2020). (iii) CODIGEM: We took the
original CODIGEM code and had to to fix some bugs to make it run. Once it
ran in the original bare repo, we transferred the modelling code to the RecPack
framework (Walker et al., 2022).

2.3.3 Implementation and parameters
We provide a model card in Appendix A.3. We use RecPack (Michiels et al.,
2022), a reproducibility framework for our experiments. We reproduce baselines
ourselves, given the ambiguity over the aforementioned assumptions in existing
literature. We promote a reproducible setup with the above assumptions.

We utilize the following datasets in our experiments (i) MovieLens (Harper
and Konstan, 2015) (we use 1M, 25M) and (ii) Netflix (Bennett and Lanning,
2007). Dataset statistics are reported in Appendix A.4. As mentioned before,
we evaluate on the test set using the following metrics: Recall@20, Recall@50
and NDCG@100. We report calibrated recall, which adjusts for the number of
true positive interactions and ensures that optimal recommendations map to
a perfect recall value of 1, as is commonly done in previous work (Liang et al.,
2018). We train on single NVIDIA V100 GPUs.

For hyperparameter tuning, we use Hyperopt (Bergstra et al., 2013) and
its Tree of Parzen Estimators (Bergstra et al., 2011) algorithm and Sparktrial5
to coordinate GPUs. We use the validation set NDCG@100 to navigate the
hyperparameter space. Once the best hyperparameter combination is found, we
run the model on the test split (train/val/test – 0.8/0.1/0.1). For MovieLens1M,
we bootstrap predictions and run on 10 di�erent splits to obtain error bars on
out-of-sample prediction (see Figure 2.4).

2.4 Results
Our results show that between the di�usion models, RecFusion outperforms
CODIGEM on two of three datasets. However non-neural baselines, and EASE
in particular, outperform both neural and di�usion-based models on all datasets.

5
http://hyperopt.github.io/hyperopt/scaleout/spark/
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Recall.20 Recall.50 NDCG.100

20 25 30 35 30 40 5020 25 30 35 40

Popularity

CODIGEM

RecFusion

MultVAE

SLIM

EASE

RecVAE

Figure 2.4: Experimental results on the MovieLens1M dataset. All results
reproduced by us. Our method is RecFusion. Boxplots show median and IQR
over 10 train/test splits.

Non-neural baselines. Across datasets and metrics, the best performance
is often obtained by EASE (see Table 2.4 and Table 2.1). EASE even outperforms
MultVAE, a popular neural baseline, on most datasets and metrics. This is
in line with prior research that demonstrates the e�cacy of linear models for
recommendation over some neural methods (Steck, 2019; Ferrari Dacrema et al.,
2019; Dacrema et al., 2021). Despite this, neural methods make other tasks
within recommendation viable (e.g., using user or item metadata), as highlighted
in Section 2.5.

Comparing di�usion models and neural methods. From Figure 2.4 and
Table 2.1, we observe a consistent trend: MultVAE outperforms both di�usion
models, CODIGEM and RecFusion, across all datasets and for all metrics. One
reason might be the di�erence in the number of parameters employed by the
two networks: MultVAE uses two three-layer networks, one each for the encoder
and decoder, whereas RecFusion employs a single three-layer network, which
is reflected in the number of parameters reported in Table 2.6. For MovieLens
1M, we observe that RecVAE outperforms MultVAE and both di�usion models.
However, RecVAE uses a somewhat complicated (per-user) prior, along with a
complicated training schedule where only the encoder (or decoder) is trained with
the decoder (or encoder) frozen. RecFusion employs none of these heuristics.

We highlight that RecFusion outperforms, or is on par with CODIGEM.
We keep this time the most popular model in each of VAEs and non-neural
classifications in Table 2.5.

Ablation study. In Table 2.2, we perform an ablation study: we start with
models that integrate the most di�usion methods and remove elements, one-by-
one. Perhaps unsurprisingly for recommendations where linear models dominate,
we discover that the most bare-bone (close to linear) di�usion model works
best. RecFusionU-Net1D and RecFusionU-Net2D drastically under-perform,
even scoring below the Popularity baselines. For RecFusionUNet-2D, this is
expected because of the lack of spatial correlations that the model was originally
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Table 2.1: Experimental results on the MovieLens25M and Netflix datasets. All
results are reproduced by us. Our method in bold.

Dataset Model Recall@20 Recall@50 NDCG@100

MovieLens25M

Random 0.13 0.30 0.24
Popularity 16.63 24.43 19.69
RecFusion 33.21 45.44 37.31
CODIGEM 34.05 45.84 37.90
MultVAE 35.12 48.09 39.12
EASE 40.02 52.71 43.84

Netflix

Random 0.18 0.32 0.31
Popularity 11.73 17.48 15.89
CODIGEM 25.54 33.48 29.08
RecFusion 29.68 37.63 32.87
MultVAE 31.61 40.61 35.23
EASE 36.19 44.49 39.35

Table 2.2: Experimental results for di�erent RecFusion methods on Movie-
Lens1M.

Model Recall@20 Recall@50 NDCG@100
RecFusionU-Net1D 4.45 7.77 6.99
RecFusionU-Net2D 6.47 9.08 9.03
RecFusionT 14.03 17.80 16.59
RecFusionVar 16.71 24.73 21.63
RecFusionBin 17.59 23.53 21.94
RecFusion 30.91 41.76 37.44

designed for.
Adding typical di�usion elements like time embeddings (RecFusionT), mean/-

variance (RecFusionVar) also underperforms compared to the base RecFusion
model. We hypothesize that RecFusionBin underperforms due to the noise
schedule employed: adding noise to images (256 colors) is more meaningful than
adding noise to binary data. We exacerbate this problem by explicitly modelling
it as a binomial Markov di�usion process.

Summary of results and discussion. Our results show that existing
VAE (MultVAE, RecVAE) and non-neural baselines (EASE, SLIM) outperform
more complicated architectures, like di�usion models. RecFusion, however,
outperforms the di�usion baseline, CODIGEM, on two of three datasets across
all metrics. RecFusion is the simplest form of our approach, with a VAE akin to
MultVAE (in terms of mean-variance estimation and loss function). We stress
that our proposed method, RecFusion is a simpler and more elegant way to
model the recommendation problem than CODIGEM. Our experiments, however,
highlight the di�culty of utilizing generative models for real-world problems in
which (close to) linear models dominate.
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2.5 Related Work
This work should not be confused with di�usion models in social recommendation
(e.g., (Wu et al., 2019f; Jin et al., 2020)), an orthogonal field. We briefly review
the di�usion and the recommmendation literature.

Di�usion models. Di�usion probabilistic models were first introduced
by (Sohl-Dickstein et al., 2015b), where the specific implementation and op-
timization objectives failed to surpass the state-of-the-art. A few years later,
the denoising di�usion model (DDPM) was introduced by (Ho et al., 2020),
where the loss function is simplified and the architecture proposed manages to
achieve strong state-of-the-art performance. The rich literature that follows
would be impossible to summarize in a single paragraph. The most relevant
work is denoising di�usion implicit models which changes the parametrization of
the sampling to make it deterministic instead of stochastic (Song et al., 2021).
Di�usion is first often used in the 2D domain, it can also have a 3D interpretation
(Ho et al., 2022; Chen et al., 2023a; Yang et al., 2023; Khader et al., 2023).

Di�usion for recommendation is already present in early work. CODIGEM is
probably the first attempt at using di�usion models for recommendation (Walker
et al., 2022). They take inspiration from di�usion models and generate rec-
ommendations through iterative denoising. Although Di�usion models inspire
CODIGEM, it is implemented e�ectively as a simple hierarchical variational
autoencoder. The first reason is that the model does not share weights across
timesteps. Also, di�usion models are based on the assumption that the forward
process is performed in su�ciently small steps to guarantee that the reverse will
have the same functional form (Sohl-Dickstein et al., 2015b; Feller, 1949).

Recommender systems. Non-neural MF methods can solve minimization
problems on single user-item rating matrices (see Figure 2.2). But (i) user-item
metadata, (ii) time representation, (iii) and controllability / guidance (e.g., a
movie recommendation set that must be action-comedy oriented) are harder
to model in a closed form or iterative manner (e.g., Gibbs sampler for ALS
(Menzen et al., 2021)). This is where neural models can help. Within neural
models, probabilistic models and especially Variational Auto Encoders (VAEs)
are omnipresent, including MultVAE (Liang et al., 2018) and RecVAE (Shenbin
et al., 2020).

Recommendation (together with, arguably, time series and tabular data) is
one of only few areas where neural models do not seem to have gained supremacy
yet. This has been shown in the settings of general recommendation (Ferrari
Dacrema et al., 2019; Jannach et al., 2020; Rendle et al., 2019; Rendle et al.,
2022), sparse interactions (Klingler et al., 2022), session-based (Ludewig and
Jannach, 2018) and next basket recommendation (Hu et al., 2020; Latifi et al.,
2021; Li et al., 2021). In these benchmarks, winning methods are variations of
matrix factorization (MF) techniques (SVD++, (i)ALS, EASE (Steck, 2019),
and SLIM (Ning and Karypis, 2011)) or even the most popular benchmark.
Neural models are a popular choice for recommender systems, with early models
like AutoRec (Sedhain et al., 2015) or CDAE (Wu et al., 2016) employing auto-
encoder architectures. Despite limited reproducibility of some neural models,
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(Ferrari Dacrema et al., 2019; Dacrema et al., 2021; Li et al., 2021) or the superior
performance of non-neural methods in certain settings (Steck, 2019; Ning and
Karypis, 2011), e.g., competitions (Jannach et al., 2020), neural methods have
comparable or better performance in several settings. Of these, probabilistic
methods employing variational inference, i.e., variational auto-encoders (VAE)
(Kingma and Welling, 2013), like the MultVAE (Liang et al., 2018) or RecVAE
(Shenbin et al., 2020) are notable, with the latter being the only neural model
successfully reproduced in a large-scale reproducibility study (Ferrari Dacrema
et al., 2019; Dacrema et al., 2021).

Contemporaneous work. In April 2023, while the table of results above
was being finalized, three papers were published on di�usion for recommendation
and one on Bernoulli di�usion (some peer-reviewed). BSPM (Jeongwhan et
al., 2023) uses score-based models as a testbed for generative models for the
recommendation. Di�uRec (Li et al., 2023) is the first attempt at di�usion
for sequential recommendation and thus not comparable to our non-sequential
setup. Di�Rec is a similar paper to ours on smaller datasets (Wenjie et al.,
2023). Di�Rec corresponds to one of our Recfusion formulations (RecFusionVar)
but results on ML1M are significantly (3X) lower compared to our computations
or (Sachdeva et al., 2022). This highlights the di�culty of comparisons in the
recommendation literature, due to di�erent experimental setups and (at times,
unstated) data pre-processing assumptions. We make these assumptions explicit
in our chapter and code (see Section 2.3.1). Similarly, it was a challenge to bring
the CODIGEM code to work in general (the code does not run as-is) and within
our framework in particular (see Section 2.3.2). However, we come fairly close
to the original numbers reported in the paper. Finally, BerDi� (Chen et al.,
2023b) is the first attempt we could find to explicitly model binary data with a
Bernoulli Markov di�usion process.6 BerDi� focuses on 2D CT scan and MRI
data and thus relies heavily on the Unet architecture. In our chapter, we show
theoretically and empirically that we face more of a 1D problem and thus define
our own 1D di�usion model for binary data.

2.6 Conclusion
We position this chapter as a first attempt at designing di�usion models for
unstructured binary 1D data in the context of recommendation and beyond.
With RecFusion, our simple di�usion model (hierarchical VAE) is on par with
popular VAE methods. We conjecture that extensions (techniques like composite
priors, etc. as in RecVAE (Shenbin et al., 2020)) can further improve performance.
We first argue that we need to tackle limitations in our existing implementation
and lay out some proposals for future improvements. We can summarize our
contributions as follows. First, we show theoretically and empirically that the
lack of spatial relationship between users and items is a hindrance to using any
image-inspired models, including even a 1D U-Net. We then implemented our

6Sohl-Dickstein et al. (2015b) already hinted at di�usion as a 1-dimensional idea as a proof
of concept. We could not find the full mathematical derivation or code for it, however.
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binary (Bernoulli) Markov process, as a model adapted to the problem at hand.
Broader impact. The image domain sometimes still requires the simplicity

of binary settings, like segmentation masks on MRI, CT scans (Chen et al., 2023b;
Ma and Wang, 2023) or for conventional object detection techniques (Kirillov
et al., 2023). This is potentially fruitful ground for applying our proposed
di�usion models for binary 1D data.

2.7 Limitations
Our setup relies on weak (even if common) recommendation setup assumptions.
To these assumptions we have to add that the items list is fixed: our model can
not account for new items in the catalogue after training. This is a limitation
shared with CODIGEM, but also with VAE-based models.

We have yet to test how robust our di�usion models are to a relaxations
of these assumptions. Di�usion can also be applied to further domains of
recommendation like sequential recommendation with di�usion + RNN, or
explicitly model count data input with star ratings instead of binarized feedback.

RecFusion does not yet use further di�usion methods, such as inpainting, guid-
ance (e.g., to predict the user preference distribution or use a prior on movie genre
a.k.a controllable recommendations), di�usion on the embedding space (Gao
et al., 2023) (in particular, user-item matrix embeddings), or multinomial likeli-
hood to model the dependencies of item feedbacks for a user (Hoogeboom et al.,
2021), input masking. We believe these are fruitful areas for future work.

2.8 Upshots for the Personalization Flow
In this chapter, we formulated and trained a di�usion model for recommenda-
tion. We answer the research question on two levels. (i) Mathematically, our
1D Bernoulli or Gaussian di�usion processes fit the user-item matrix setting.
(ii) RecFusion outperforms other existing di�usion models for recommendation
and remains inferior to VAE-based and non-neural models. More work is needed
towards beating these baselines and unlocking the di�usion tricks like guidance
and inpainting.

Thanks to RecFusion, we can distribute recommendation strips to each user.
In the next chapter, we are interested in how these strips look. More precisely,
how to illustrate each video in the strip for each type of user in an enticing way.
If users can be organized into what movie genres they like the most, this becomes
a multilabel classification problem: for each candidate video thumbnails, what
is (are) the genre(s) they most relate to?

Reproducibility
To facilitate the reproducibility of the work in this chapter, our code is available
at https://github.com/gabriben/recfusion.
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A Appendices

A.1 The ELBO is also suited for Bernoulli samples
According to the classic definition of the ELBO in (Sohl-Dickstein et al., 2015b)
and (Ho et al., 2020), there are no assumptions regarding the distributions p◊ or
q◊. We reproduce here for completeness the derivation from (Sohl-Dickstein et al.,
2015b) on why the ELBO satisfies any distribution given Jensen’s inequality:
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The latter has a lower bound given Jensen’s inequality that also applies to the
bernoulli distribution.
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In practice, the product term is computed with a KL divergence. It can be
shown with Fano’s inequality (Scarlett and Cevher, 2021) that our cross-entropy
loss also aims for a lower bound like KL divergence.

For this assumption regarding p◊ or q◊ to be valid we make sure that the
forward steps (i.e. —t) are small enough, following (Sohl-Dickstein et al., 2015b).

A.2 Proof of why Bernoulli di�usion is multiplicative
Given our Bernoulli di�usion formulation
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step t in closed form, as with traditional gaussian di�usion (Sohl-Dickstein et
al., 2015b). Without loss of generalization – since we sample independently
from a Bernoulli distribution – we show that this is true for a single user-item
combination. Let x

t be the random variable that represents the t-th forward
di�usion step for a specific user-item combination. Then:

x
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If we keep on substituting the previous di�usion step, we arrive at the original
data x0. By factorizing the above and by induction, it is trivial to show that
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We can actually express the middle term with a common index by using —j =
1 ≠ (1 ≠ —j).7 We then obtain a telescoping sum:
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Substituting this term back into Equation 2.9,
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Finally, by defining –t = 1 ≠ —t and –̄t =
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We showed that Xt can be sampled directly from X0 in a single Bernoulli sample.
⌅

A.3 Model card
See
https://github.com/gabriben/recfusion/blob/master/model_card.md.

A.4 Descriptive statistics
In Table 2.3, we show counts of users items and interactions on the train, val and
test sets. We provide this as an extra step for data preprocessing transparency.

A.5 Results on MovieLens1M as a table
Table 2.5 is the pendant of Figure 2.4 for the MovieLens 1M dataset. We added
the Random baseline here, but left it out of the figure for aesthetics.

7We borrow this trick from https://math.stackexchange.com/questions/4467894/does-

a-markov-chain-with-gaussian-transitions-px-tx-t-1-mathcal-n-sqrt1
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Table 2.3: Descriptive statistics: Counts of active (non-zero) users and items
after preprocessing and under train / val / test (0.8 / 0.1 / 0.1) splitting regime
over users.

No. users No. items
Dataset train val test train val test
ML1M 4,832 604 604 3,416 3,158 3,282
ML25M 130,032 16,254 16,255 32,718 24,818 25,597
Netflix 378,389 47,299 47,299 17,769 17,761 17,759

Table 2.4: Descriptive statistics: Counts of active (non-zero) interactions after
preprocessing and under train / val / test (0.8 / 0.1 / 0.1) splitting regime over
users.

No. interactions
Dataset train val test
ML1M 798,608 76,513 84,772
ML25M 19,924,515 1,999,297 2,030,221
Netflix 80,418,808 8,011,940 8,060,214

A.6 Number of parameters
One of our arguments is that our model is more e�cient than existing neural
baselines (see Table 2.6).
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Table 2.5: Experimental results on the MovieLens1M dataset. All results
reproduced by us over 10 train/test splits, we report median results. Our
method in bold.

Type Model Recall@20 Recall@50 NDCG@100

Baselines Random 0.87 1.71 1.73
Popularity 16.77 24.30 21.44

Di�usion CODIGEM 21.04 31.67 28.00
RecFusion 29.02 40.03 36.14

VAE MultVAE 31.43 42.89 37.87
RecVAE 35.61 47.79 41.81

Non-neural SLIM 34.23 45.25 40.14
EASE 35.76 46.92 42.24

Table 2.6: Number of parameters for di�erent neural architectures on the ML1M
dataset.

MultVAE CODIGEM RecFusion
446,421,6 560,388,6 141,021,8
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Chapter 3

Metrics as Losses

After a recommendation model outputs video titles in the first step of the
personalization flow, we still have to represent each video via an image.

personalized
recommendation

strip

personalized
thumbnail intent-satisfaction recommendation

diversity

Figure 3.1: The second step of the personalization flow.

For that we revisit a classical classification problem. Namely, we take video
recommendations generated via a di�usion model and perform multilabel classi-
fication on thumbnails of these videos with our custom loss sigmoidF1. Through
that process, we hope to provide personalized thumbnails of the video for each
user. There is little work beyond (informal or industry) blog posts on how to
personalize thumbnails on recommendation platforms. Under the pretense of
handling this in an algorithmic way, we point out the lack of loss functions
speficially designed for the multilabel classification problem in general. This
part of the personalization flow is focused on the following question:

RQ2: Is there a way we can generate personalized thumbnails for each item on
a streaming platform?

We tackle this question, by simplifying the problem first. Let’s assume each user
has a preferred movie genre. Then we would like to serve each user with that
preferred genre. Given a set of candidate thumbnails, how can we determine
which genre(s) they relate to the most? At inference time, we try to optimize for
rather comprehensive metrics like F1: it can balance true positives, false positives
and false negatives. At training time, we use classical multilabel classification,
but propose our own loss function, sigmoidF1. This loss function is a surrogate
of the F1 classification metric. As such, we propose a metric as a loss.

3.1 Introduction
Many real-world classification problems are challenging because of unclear (or
overlapping) class-boundaries, subjectivity issues, and disagreement between

This chapter was published in the Transactions on Machine Learning Research (TMLR)
under the title “sigmoidF1: A Smooth F1 Score Surrogate Loss for Multilabel Classification”
(Bénédict et al., 2022).
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3. Metrics as Losses

annotators. Multilabel learning tasks are common, e.g., document and text
classification often deal with multilabel problems (Hull, 1994; Bruno et al.,
2013; Yang, 2004; Blosseville et al., 1992), as do query classification (Kang
and Kim, 2003; Manning et al., 2008), image classification (Shen et al., 2017;
Xiao et al., 2010) and product classification (Amoualian et al., 2020). Existing
optimization frameworks typically split the task into known problems and
sum over existing losses

q
LMC, with LMC any multiclass classification loss –

oftentimes variations of the cross-entropy or logistic loss. Wydmuch et al. (2018)
define these frameworks as multilabel reduction techniques; Menon et al. (2019)
put an emphasis on two: One-Versus-All (OVA)1 and Pick-All-Labels (PAL).
For example, if C is the number of possible classes, OVA and PAL reformulate
the multilabel problem to C binary classification and C multiclass classification
problems, respectively (see Section 3.2.3). These methods assume that, for one
example, label probabilities (a.k.a. Bayes Optimal Classifier (DembczyÒski et al.,
2010)) are marginally independent of other label probabilities. Menon et al.
(2019) show mathematically and empirically that reduction methods (OVA and
PAL) can optimize for precision or recall, but not for both precision and recall
at once. More generally, a shortcoming shared by OVA and PAL is their reliance
on the binary or multiclass classification setting and the lack of a pure multilabel
approach – inspired by binary classification literature (see most recently (Gai
et al., 2019) and their F1 surrogate loss functions on 3-layer neural networks).
We are not aware of a metric surrogate loss function that deals with multilabel
classification in a modern deep learning setting in a single task. Figure 3.2
illustrates our approach with a concrete example of classifying a movie poster
into movie genres with a single loss function: sigmoidF1.

Proposed solution to multilabel problems. We propose a loss function
LÊF1 that (i) naturally approximates the macro F1 classification metric (see
Table 3.3), (ii) estimates label probabilities and label counts (see Eq. 3.7),
and (iii) is decomposable for stochastic gradient descent at training time (see
Section 3.4.1 and Figure 3.3). Our proposed solution is to minimize a surrogate
of the F1 metric as a loss. Strictly speaking, we minimize 1 ≠ ÊF1 , where ÊF1 is a
smooth version of F 1. Using a metric as a loss function is unpopular for metrics
that require a form of thresholding (e.g., counting the number of true positives),
as minimizing a step loss function (a.k.a. 0-1 loss) is intractable. The soft margin
for support vector machines is an early example, where the intractability of the
direct 0-1 loss optimization is overcome with the hinge loss (Cortes and Vapnik,
1995). We resolve this by approximating the step function by a sigmoid curve
(see Figure 3.2).

Main contributions. We introduce sigmoidF1, an F1 score surrogate, with a
sigmoid function acting as a surrogate thresholding step function. sigmoidF1
allows for the use of the F1 metric that simultaneously optimizes for label

1This was already described in (DembczyÒski et al., 2010) and further formalized in (Wyd-
much et al., 2018).
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Figure 3.2: Experimental setup for sigmoidF1 as a loss function for multilabel
classification. Here, a movie poster image is fed to a pre-trained network with
a custom classification head that outputs logits (i.e., unbounded values) for each
class (i.e., movie genre). At training time, a sigmoid function forces logits towards
either ≠1 or 1, respectively negative and positive predictions (illustrated by the
darker colors). Confusion matrix metrics and macro F1 can then subsequently
be computed. Here, S(ŷhorror) is close to 1, but the ground truth data claims
that 2001: a space odyssey is not a horror movie; this approximately corresponds
to a false positive. Note that LÊF1 is computed over a whole batch at training
time as a macro measure with the formulas in Sections 3.4.3 and 3.4.4. With this
setup, one can optimize directly for the metric of interest at training time. Our
image and text classification tasks below show improved results when compared
to existing losses.

prediction and label counts in a single task. sigmoidF1 is benchmarked against
loss functions commonly used in multilabel learning and other existing multilabel
models. We show that our custom losses improve predictions over current
solutions on several di�erent metrics, across text and image classification tasks.
PyTorch and TensorFlow source code are made available.2

3.2 Background
We use a traditional statistical framework as a guideline for multilabel classifi-
cation methods (Tukey, 1977). We distinguish the desired theoretical statistic
(the estimand), its functional form (the estimator) and its approximation
(the estimate); estimates can be benchmarked with metrics. We show how
multilabel reduction estimators tend to reformulate the estimand and treat labels
as marginally independent. For example, by treating a multilabel problem as a
succession of binary classification tasks. However, with a proper estimator, it is

2
https://github.com/gabriben/metrics-as-losses
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3. Metrics as Losses

possible to directly model the estimand. If F1 score is indeed the statistic of
interest (i.e. estimand), our proposed loss function, sigmoidF1, accommodates
for the true estimand.

We define a learning algorithm F (i.e., a class of estimators) that maps
inputs to outputs given a set of hyperparameters F(·; �) : X æ Y . We consider
a particular case, with the input vector x = {x1, . . . , xn} and each observation
is assigned k labels (one or more) l = {l1, . . . , lC} out of a set of C classes. y

j
i

are binary variables, indicating presence of a label for each observation i and
class j. Together, they form the matrix output Y. This is our multilabel setting.
Note that multiclass classification can be considered as an instance of multilabel
classification, where a single label is attributed to an example.

3.2.1 Estimand and definition of the risk
We distinguish between two scenarios: the multiclass and the multilabel scenario.
In the multiclass scenario, a single example is attributed one class label (e.g.,
classification of an animal on a picture). In the multilabel scenario, a single
example can be assigned more than one class label (e.g., movie genres). We
focus on the latter. For a particular set of inputs x (e.g., movie posters) and
outputs Y (e.g., movie genre(s)), the risk formulation is the same as in (Menon
et al., 2019):

RML(F) = E(x,Y) [LML(Y, F(x))] . (3.1)

The learning algorithm F is the estimand, the theoretical statistic. For one item
xi, the theoretical risk defines how close the estimand can get to that deterministic
output vector yi. In practice, statistical models do output probabilities ŷi via an
estimator and its estimate (also called propensities or suitabilities (Menon et al.,
2019)). The solution to that stochastic-deterministic incompatibility is either to
convert the estimator to a deterministic measure via decision thresholds (e.g.,
traditional cross-entropy loss), or to treat the estimand as a stochastic measure
(our sigmoidF1 loss proposal).

3.2.2 Estimator: The functional form
The estimator f œ F is any minimizer of the risk RML. Predicting multiple labels
per example comes with the assumption that labels are non mutually-exclusive.

Definition. The multilabel estimator of y
j
i is dependent on the input and

other ground truth labels for that example, ŷ
j
i = f(x, y

1

i , . . . , y
j≠1

i ) = P (yj
i =

1|y1

i , . . . , y
j≠1

i , xi).

By proposing this general formulation, we entrench that mutually-inclusive
characteristic in the estimator. Contrary to (Menon et al., 2019), our definition
above models interdependence between labels and deals with thresholding for
the estimate at training time for free. Waegeman et al. (2014) show that an
estimator of an F-score can be used at inference time for multilabel classification,
when using probabilistic models where parameter estimation is possible (e.g.,
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3.2. Background

decision trees, probabilistic classifier chains). When it is not possible, we resort
to defining a loss function.

3.2.3 Estimate: Approximation via a loss function
Most of the literature on multilabel classification can be characterized as multil-
abel reductions (Menon et al., 2019): an approximation of the original multilabel
problem via a loss function L(yi, f). It can take di�erent forms.
One-versus-all (OVA) is a reformulation of the multilabel classification task
to a sequence of C binary classifications (f1

, . . . , f
C), with C the number of

classes, LOVA(yi, f) =
qC

c=1
LBC (yc

i , f
c) where LBC is a binary classification

loss (binary relevance (Brinker et al., 2006; Tsoumakas and Katakis, 2007;
DembczyÒski et al., 2010)), most often logistic loss. Minimizing binary cross-
entropy is equivalent to maximizing for log-likelihood Bishop, 2007, §4.3.4.
Pick-all-labels (PAL) gives the loss function LPAL(yi, f) =

qC
c=1

y
c
i ·

LMC(yc
i , f), with LMC a multiclass loss (e.g., softmax cross-entropy). In this

formulation, each example (xi, yi) is converted to a multiclass framework, with
one observation per positive label. The sum of inherently multiclass losses is
used to represent the multilabel estimand.

Multilabel reduction methods are characterized by their way of reformulating
the estimand, the resulting estimator, and the estimate. This allows the use of
existing losses: logistic loss (for binary classification formulations), sigmoid or
softmax cross-entropy loss (for multiclass formulations). These reductions imply
a reformulation of the estimator (a.k.a. Bayes Optimal) as follows:

ŷ
j
i = f(x) = P (yj

i = 1|xi). (3.2)

Contrary to our definition of the original multilabel estimator (Section 3.2.2),
marginal independence of label propensities is assumed. In other words, the loss
function becomes any monotone transformation of the marginal label probabilities
P (yj

i = 1|x) (DembczyÒski et al., 2010; Koyejo et al., 2015; Wu and Zhou, 2017).
In literature reviews, the multilabel reductions OVA and PAL have been coined
as fit-data-to-algorithm, as opposed to fit-algorithm-to-data (Zhang and Zhou,
2014), originally framed as problem transformation and algorithm adaptation
respectively (Tsoumakas and Katakis, 2007)). For the purpose of our narrative,
we propose the following formalization of this dichotomy: fit-data-to-algorithm
formulates an additive loss over existing losses

q
LC , with LC any classification

loss and oftentimes a sum over all classes. This can be contrasted with fit-
algorithm-to-data, where a custom loss Lú is built for the multilabel task. We
further discuss this in Section 3.3 and Table 3.1.

3.2.4 Metrics: Evaluation at inference time
There is consensus on the usefulness of a confusion matrix and ranking metrics
to evaluate multilabel classification models at inference time (Koyejo et al., 2015;
Behera et al., 2019; Wu and Zhou, 2017). Confusion matrix metrics come with
caveats: most of these measures (i) require hard thresholding, which makes them
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3. Metrics as Losses

non-differentiable for stochastic gradient descent; (ii) they are very sensitive to
the number top labels to include k (Chen et al., 2006); and (iii) they require
aggregation choices to be made in terms of micro/macro/weighted metrics.
Common confusion matrix metrics are Precision, Recall, F1-score or one-error-
loss; see (Wu and Zhou, 2017) for others.

3.2.5 Multilabel estimate: F1 metric as a loss
A model’s out-of-sample accuracy is commonly measured on metrics such as
AUROC, F1 score, etc. These reflect an objective catered towards evaluating the
model over an entire ranking. Due to the lack of di�erentiability, these metrics
cannot be directly used as loss functions at training time (in-sample). (Eban et
al., 2017) propose a theoretical framework for deriving decomposable surrogates
to some of these metrics. We propose our own decomposable surrogates tailored
for multilabel classification (see Appendix B.1).

In a typical machine learning classification task, ground truth binary labels
are compared to a probabilistic measure (or a reversible transformation of a
probabilistic measure such as a sigmoid or a softmax function) (Bishop, 2007).
If the number ni of labels to be predicted per example is known a priori, it is
natural at training time to assign the topni predictions to that example (Lapin
et al., 2016; Lapin et al., 2015). If the number of labels per example is not known
a priori, the question remains at both training and at inference time as to how to
decide on the number of labels to assign to each example. This is generally done
via a decision threshold, that can be set globally for all examples (Lipton et al.,
2014). This threshold can optimize for specificity or sensitivity (Chen et al.,
2006) – for per-class thresholding see (Chu and Guo, 2017). In Section 3.4, we
propose an approach where this threshold is implicitly defined at training time,
by using a loss function that penalizes explicitly for wrong label counts and fits
to the original estimand in Definition 3.2.2: the F1 metric. In Section 3.4, we
show how F1 is formulated into a surrogate loss LÊF1 . Our contribution is thus in
the continuation of the fit-algorithm-to-data trend, because we propose a custom
loss function. That loss function is also the first to directly approximate the F1
score with non-divergent estimates (see Sections 3.4.1 and 3.4.2 on boundedness).

3.3 Related Work
In Section 3.2.3, we mentioned how existing solutions for multilabel tasks can
be divided into fit-data-to-algorithm solutions, which map multilabel problems
to a known problem formulation like multiclass classification, and fit-algorithm-
to-data solutions, which adapt existing classification algorithms to the problem
at hand (Madjarov et al., 2012). In most of this work, the term multilabel
classification excludes extreme (tens of thousands of labels) (e.g., Jernite et al.,
2017; Agrawal et al., 2013; Jain et al., 2019), hierarchical (parent and children
labels) (e.g., Lehmann et al., 2015; Yang et al., 2019; Howard and Ruder, 2018)
or multiclass (single label per example) subfields. These subfields call for their
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3.3. Related Work

own solutions, including label embeddings (Bhatia et al., 2015) or negative
mining (Reddi et al., 2019) for the extreme usecase.
Fit-data-to-algorithm. In fit-data-to-algorithm solutions, cross-entropy
losses (Fisher, 1912; Good, 1952) are used at training time and threshold-
ing is done at inference time to determine how many labels should be assigned to
an instance. This has also been called multilabel reduction (Menon et al., 2019)
and di�ers from multiclass-to-binary classifications (Zhang, 2004; Tewari and
Bartlett, 2005; Ramaswamy et al., 2014). We can further distinguish between
One-versus-all (OVA) and Pick-all-labels (PAL) solutions (Menon et al., 2019)
(see Section 3.2). In OVA, one reduces the classification problem to independent
binary classifications (Brinker et al., 2006; Tsoumakas and Katakis, 2007; Dem-
bczyÒski et al., 2010; Wydmuch et al., 2018). In PAL, one reformulates the task
to independent multiclass classifications (Boutell et al., 2004; Jernite et al., 2017;
Joulin et al., 2017). The label powerset approach considers each set of labels as a
class (Boutell et al., 2004). In Pick-One-Label (POL), a single multiclass example
is created by randomly sampling a positive label (Joulin et al., 2017; Jernite
et al., 2017). Alternatively, ranking by pairwise comparison is a solution where
the dataset is duplicated for each possible label pair. Each duplicated dataset
has therefore two classes and only contains instances that have at least one of
the labels in the label pair. Di�erent ranking methods exist (Zhang and Zhou,
2006; Hüllermeier et al., 2008; Loza Mencia and Furnkranz, 2008). Ranking
loss has been shown to optimize for two Learning To Rank metrics (Chen et al.,
2009). More recently, hierarchical datasets such as DBpedia (Lehmann et al.,
2015) are used to fine-tune BERT-based models (Yang et al., 2019; Zaheer et al.,
2020); the latter publications use cross-entropy to predict the labels.

35



3. Metrics as Losses

Ta
bl

e
3.

1:
Si

gm
oi

dF
1

an
d

re
la

te
d

lo
ss

fo
rm

ul
at

io
ns

or
de

re
d

by
pu

bl
ic

at
io

n
da

te
.

T
he

so
lu

tio
n

co
lu

m
n

re
fe

rs
to

ou
r

pr
op

os
ed

fo
rm

al
iz

at
io

n
of

th
e

lit
er

at
ur

e
re

vi
ew

on
ho

w
to

co
nd

uc
t

m
ul

til
ab

el
cl

as
sifi

ca
tio

n:
D

2A
re

fe
rs

to
fit

-d
at

a-
to

-a
lg

or
ith

m
(s

um
ov

er
ex

ist
in

g
or

cr
os

s-
en

tr
op

y-
lik

e,
C

E-
lik

e,
cl

as
sifi

ca
tio

n
lo

ss
es

q
L

C
)

an
d

A
2D

re
fe

rs
to

fit
-a

lg
or

ith
m

-to
-d

at
a

(c
us

to
m

lo
ss

L
ú )

.
M

et
ho

d
So

lu
tio

n
M

od
el

ty
pe

C
on

te
xt

A
C

E
(F

ish
er

,1
91

2)
D

2A
A

ny
A

ny
ra

nk
in

gL
os

s
(Z

ha
ng

an
d

Zh
ou

,2
00

6)
D

2A
A

ny
A

ny
M

FC
(H

ua
ng

et
al

.,
20

15
)

–
G

au
ss

ia
n

m
ix

tu
re

s
M

isp
ro

nu
nc

ia
tio

n
de

te
ct

io
n

op
tL

os
se

s
(E

ba
n

et
al

.,
20

17
)

A
2D

A
ny

A
ny

fo
ca

lL
os

s
(L

in
et

al
.,

20
17

)
D

2A
N

eu
ra

ln
et

Im
ba

la
nc

ed
-m

ul
tic

la
ss

de
ep

F
(D

ec
ub

be
r

et
al

.,
20

18
)

A
2D

N
eu

ra
ln

et
M

ul
til

ab
el

so
ft

F1
(C

ha
ng

et
al

.,
20

19
)

A
2D

N
eu

ra
ln

et
M

ul
til

ab
el

A
SL

(B
ar

uc
h

et
al

.,
20

20
)

D
2A

N
eu

ra
ln

et
M

ul
til

ab
el

R
S@

k
(P

at
el

et
al

.,
20

22
)

A
2D

N
eu

ra
ln

et
Si

m
ila

rit
y

po
ly

Lo
ss

(L
en

g
et

al
.,

20
22

)
A

2D
N

eu
ra

ln
et

Im
ba

la
nc

ed
-m

ul
tic

la
ss

,.
..

sig
m

oi
dF

1
[o

ur
s]

A
2D

N
eu

ra
ln

et
M

ul
til

ab
el

M
et

ho
d

Im
pl

em
en

ta
tio

n
Su

rr
og

at
ed

m
et

ric
M

od
al

ity
A

C
E

(F
ish

er
,1

91
2)

C
E-

lik
e

–
A

ny
ra

nk
in

gL
os

s
(Z

ha
ng

an
d

Zh
ou

,2
00

6)
pa

ir-
ra

nk
–

ta
bu

la
r

M
FC

(H
ua

ng
et

al
.,

20
15

)
sig

m
oi

d
F

1
Te

xt
op

tL
os

se
s

(E
ba

n
et

al
.,

20
17

)
–

F
1

T
he

or
et

ic
al

fo
ca

lL
os

s
(L

in
et

al
.,

20
17

)
C

E-
lik

e
–

Im
ag

e
de

ep
F

(D
ec

ub
be

r
et

al
.,

20
18

)
C

E-
lik

e
F

1
Im

ag
e

so
ft

F1
(C

ha
ng

et
al

.,
20

19
)

U
nb

ou
nd

ed
F

1
Im

ag
e

A
SL

(B
ar

uc
h

et
al

.,
20

20
)

C
E-

lik
e

–
Im

ag
e

R
S@

k
(P

at
el

et
al

.,
20

22
)

sig
m

oi
d

R
ec

al
l

Im
ag

e
po

ly
Lo

ss
(L

en
g

et
al

.,
20

22
)

C
E-

lik
e

–
Im

ag
e

sig
m

oi
dF

1
[o

ur
s]

sig
m

oi
d

F
1

Te
xt

&
Im

ag
e

36



3.3. Related Work

Fit-algorithm-to-data. In fit-algorithm-to-data solutions, elements of the
learning algorithm are changed (e.g., the back propagation procedure). Before
focusing on the multilabel case, the multiclass literature has some examples of
F1 surrogate loss functions in particular: in the context of SVMs, via pseudo
linear functions (Narasimhan et al., 2015) or by learning a feasible confusion
matrix (Narasimhan et al., 2015); in the context of deep networks, by learn-
ing the surrogate loss function via a dedicated neural network in the binary
classification case (Grabocka et al., 2019), by optimizing performance measures
composed of true positive and true negative rates (Sanyal et al., 2018) or via
empirical utility maximization of F1 on 3-layer neural networks (Gai et al., 2019).
Early representatives of multilabel fit-algorithm-to-data solutions stem from
heterogenous domains of machine learning. MultiLabel k-Nearest Neighbors
(Zhang and Zhou, 2007), MultiLabel Decision Tree (Clare and King, 2001),
Ranking Support Vector Machine (SVM) (Elissee� and Weston, 2001) and
backpropagation for multiLabel learning with a ranking loss (Zhang and Zhou,
2006). More recently, the idea of multi-task learning for label prediction and
label count prediction was introduced MLNET, Du et al., 2019; Li et al., 2017;
Wu et al., 2019a. The literature has been clearly hinting at the usefulness of
a single task loss function that approximates a metric. A formulation similar
to our loss unboundedF1 was proposed in an unpublished blog post, which was
referred to as softF1 (Chang et al., 2019). A similar proposal was to use the
hinge loss as a decomposable surrogate for confusion matrix entries for binary
classification (Eban et al., 2017). Outside of the context of neural networks,
the Maximum F1-score criterion for automatic mispronunciation detection was
proposed as an objective function to a Gaussian Mixture Model-hidden Markov
model (GMM-HMM) (Huang et al., 2015). A recent paper used recall as a loss
function for image similarity (Patel et al., 2022). In parallel, there is a growing
consensus that the original cross-entropy loss (fit-data-to-algorithm) cannot solve
all our problems. A variation of the cross-entropy loss adapted to multilabel
classification has been proposed (Baruch et al., 2020; Wu et al., 2019a); it
extends the multiclass sparse class representation setting (Lin et al., 2017; Leng
et al., 2022). In the ranking domain, LambdaLoss has been proposed to optimize
directly for the lambdaRank metric (Wang et al., 2018). In the theoretical space,
(Eban et al., 2017) have proposed a generic framework for decomposable metrics,
including F 1 as a theoretical fractional linear program. Table 3.1 illustrates how
sigmoidF1 di�ers from the methods listed in this paragraph.

An important limitation shared by existing fit-data-to-algorithm and fit-
algorithm-to-data approaches is the lack of a unified loss framework that deals
with multilabel classification and can approximate a metric of interest. sigmoidF1
computes an F1 surrogate loss over the aggregation of examples in a batch at
training time.
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3. Metrics as Losses

3.4 Method
We introduce our approach for multilabel problems, with a smoothed confusion
matrix metric as a loss (the original confusion matrix metrics rely on step
functions and are therefore intractable, see for example the blue step function in
Figure 3.3). We first briefly define our learning setting and define the confusion
matrix metrics in this setting more formally.

We use the binary classification setting (two classes) to simplify notation,
without loss of generalization to the multilabel case. In a typical binary classifica-
tion problem with the label vector y = {y1, . . . , yn}, predictions are probabilistic
and it is necessary to define a threshold t, at which a prediction is binarized.
With 1 as an indicator function, y+ =

q
1ŷØt, y≠ =

q
1ŷ<t are thus the count

of positive and negative predictions at threshold t. Let tp, fp, fn, tn be number
of true positives, false positives, false negatives and true negatives respectively:

tp =
q

1ŷØt § y fp =
q

1ŷØt § (1≠ y)
fn =

q
1ŷ<t § y tn =

q
1ŷ<t § (1≠ y),

(3.3)

with § the component-wise multiplication sign. For simplicity, in the formulation
above and the ones that follow scores are calculated for a single class, therefore the
sum is implicitly over all examples

q
i. This applies to the binary classification

problem but also to our multilabel setting, when micro metrics are calculated
(i.e., compute the metric value for each class, and then averaged over all classes).
In the multilabel setting y can be substituted by yj for each class j. Note
that vectors could be trivially substituted by matrices (Y) in Eq. 3.3 to obtain
the macro formulation. Given the four confusion matrix quadrants, we can
generate further metrics like precision and recall (see Table 3.5 in Appendix B.1).
However, none of these metrics are decomposable due to the hard thresholding,
which is, in e�ect, a step function (see Figure 3.3).

Next, we define desirable properties for decomposable thresholding, un-
bounded confusion matrix entries, and a sigmoid transformation that renders
confusion matrix entries decomposable. Finally, we focus on a smooth F1 score.

3.4.1 Desirable properties of decomposable thresholding
We define desirable properties for a decomposable sign function f(u) as a
surrogate of the above indicator function 1ŷ<t.

Property 1. Boundedness: |f(u)| < M , where M is an upper and lower bound.

The ground truth y is bounded between [0, 1] and thus it must be compared to
a bounded prediction ŷ, preferably bounded by [0, 1], to avoid further scaling.

Property 2. Saturation:
s Œ

s f
≠1(u) =

s ≠s
≠Œ f(u) = ‘, with ‘ a number close to

zero and s a saturation bound.

For the surrogate to be a proper sign function substitute, it is important to
often return values close to 1 or 0. Saturation is defined in the context of
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neural network activation functions and refers to the propensity of iterative
backpropagation to progressively lead to values very close to 0 or 1 after a long
enough training period. Our aim is to reach that convergence quickly in order to
force decisions towards 0 or 1 in order to be comparable to a step function. This
highlights a tension: the sigmoid function should contrast outputs towards 0 or
1 but should not be too saturated, in order for the derivative at point u to be
non-null and information to flow back to the network (Krizhevsky et al., 2017).

Property 3. Dynamic Gradient: f
Õ(u) ∫ 0 ’ u œ [≠s, s], where s is the

saturation bound.

Inside the saturation bounds [≠s, s], the derivative should be significantly higher
than zero in order to facilitate stochastic gradient descent and backpropagation.
Note that the upper and lower limits of f(u) are interchangeably [≠1, 1] or [0, 1]
in this chapter and in the literature. The conditions above still apply after
linear transformation. Next, we show how our formalization of an unbounded F1
surrogate would not fulfill these properties and how our proposition of a smooth
bounded alternative does.

3.4.2 Unbounded confusion matrix entries

A first trivial remedy to allow for derivation of the sign function f(u), is to define
unbounded confusion matrix entries by retaining the original logits (scores) when
counting true positives, false negatives, etc. Countrary to the original confusion
matrix definition in Eq. 3.3, tp, fp, fn and tn are not natural numbers anymore:

tp =
q

ŷ § y fp =
q

ŷ § (1≠ y)

fn =
q

(1≠ ŷ) § y tn =
q

(1≠ ŷ) § (1≠ y),
(3.4)

where tp, fp, fn and tn are now replaced by rough surrogates. The disadvantages
are that the desirable properties mentioned above are not fulfilled, namely (i) ŷ
is unbounded and thus certain examples can have over-proportional e�ects on
the loss; (ii) it is non-saturated; while non-saturation is desirable for activation
functions (Krizhevsky et al., 2017), here it would be desirable to tend towards
saturation (i.e., tend to values close to 0 or 1, so as to give the most accurate
predictions at any thresholding values at inference time); and (iii) the gradient of
that linear function is 1 and therefore backpropagation will not learn depending
on di�erent inputs at this stage of the loss function. However, this method
has the advantage of resulting in a linear loss function that avoids the concept
of thresholding altogether and is trivial to decompose for stochastic gradient
descent.
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3. Metrics as Losses

Figure 3.3: Di�erent thresholding regimes: the step function (original F1 metric)
is not decomposable, the linear function is unbounded (LF1 ) and tends to
produce divergent gradients, whereas the sigmoid function (LÊF1 ) is bounded
and allows for di�erentiation due to its smooth curvature, tunable at di�erent
parametrizations.

3.4.3 Smooth confusion matrix entries
We propose a sigmoid-based transformation of the confusion matrix that renders
its entries decomposable and fulfills the three desirable properties above:

Âtp =
q

S(ŷ)§y ≥ Âfp =
q

S(ŷ)§(1≠ y)
Âfn =

q
(1≠ S(ŷ))§y≥ Âtn =

q
(1≠ S(ŷ))§(1≠ y),

(3.5)

with S(·) the vectorial form of the sigmoid function S(·):

S(u; —, ÷) = 1
1 + exp(≠—(u + ÷)) , (3.6)

with — and ÷ tunable parameters for slope and o�set, respectively. Higher —

results in steeper slope at the center of the sigmoid and thus more stringent
thresholding. At its extreme, lim—æŒ S(u; —, ÷) corresponds to the step function
used in Eq. 3.3. Note that negative values of — geometrically reflect the sigmoid
function across the horizontal line at 0.5 and thus invert predictions. These
smooth confusion matrix entries allow us to build any related metric (see Table 3.5
in Appendix B.1). Furthermore, the surrogate entries are decomposable, bounded,
saturated and have a dynamic gradient.

3.4.4 Smooth macro F1 scores
F1 scores can be calculated on a macro and micro level. Macro-averaging regards
all classes as equally important, whereas micro-averaging reflects within-class
frequency. unboundedF1 and sigmoidF1 below are thought of as macro scores
(aggregated over all classes). These scores require a high enough number of
representatives in the four confusion matrix quadrants to learn from batch to
batch. Ideally, each training epoch would have only one batch, so as to have the
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most representatives. Following Eq. 3.4, it is possible to define an unbounded F1
score:

LF1 = 1 ≠ F1 , where F1 = 2tp

2tp + fn + fp
. (3.7)

While this alternative abstracts the thresholding away, which is convenient for
fine-tuning purposes, it does not fulfill the desirable properties of a binarization
threshold surrogate (see Section 3.4.2). unboundedF1 will be used to benchmark
against our proposed sigmoidF1 loss. Given the definitions of smooth confusion
matrix metrics above, we can now write LÊF1 :

LÊF1 = 1 ≠ ÊF1 , where ÊF1 = 2 Âtp
2 Âtp + Âfn + Âfp

. (3.8)

sigmoidF1 is particularly suited for the multilabel setting because it is a proper
hard thresholding surrogate as defined in the previous sections and because it
contains a significant amount of information about label prediction accuracy:
Âtp, Âfn and Âfp are indicative of the number of predicted labels in each category of
the confusion matrix but also contain a notion of certainty, given that they are
rational numbers. The built in sigmoid function ensures that certainty increases
along training epochs, as outlined by Property 2. Finally, as the harmonic mean
of precision and recall (a property of F1 in general), it weighs in both relevance
metrics.

In the next section, we implement Eq. 3.8 in PyTorch and TensorFlow as a
custom loss as follows:

1 # with y the ground truth and z the outcome of the last layer

2 sig = 1 / (1 + exp(- — * (z + ÷)))

3 tp = sum(sig * y, dim =0)

4 fp = sum(sig * (1 - y), dim =0)

5 fn = sum ((1 - sig) * y, dim =0)

6 sigmoid_f1 = 2* tp / (2* tp + fn + fp + 1e -16)

7 minimize (1 - sigmoid_f1 )

The pseudocode above illustrates the elementwise multiplication of matrices
S(ŷ) and ŷ over all examples in the batch and all possible classes.

3.5 Experimental Setup
We test multilabel learning using our proposed sigmoidF1 loss function on four
datasets across di�erent modalities (image and text). For each modality we
take a state-of-the-art model that generates an embedding layer and append
a sigmoid activation and di�erent losses. Multilabel deep learning is usually
implemented with sigmoid binary cross-entropy directly on the last neural layer
(a simplification of the OVA and PAL reductions). We follow this approach for
our experiments (e.g., in (large) language models (Zaheer et al., 2020; Devlin
et al., 2019)). Some baselines include multilabel reformulation choices: only
keeping the top-n occurring classes (often 4–10) (e.g., Zhang et al., 2015; Cunha
et al., 2021), multiclass classification on each entity within an example (objects
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in an image, expressions in a text) (e.g., Lin et al., 2014; Wang et al., 2016; Wei
et al., 2016; Zhu et al., 2017). We refrain from doing so.

Table 3.2: Descriptive statistics of our experimental datasets.
Dataset Type Classes Average label count Number of examples
moviePosters image 28 2.2 37,632
arXiv2020 text 155 1.9 26,558
Pascal-VOC image 20 1.6 9,963
MS-COCO image 80 2.9 122,218

3.5.1 Datasets
Table 3.2 lists the datasets we use. Two of the datasets are multilabel in nature.
moviePosters is related to movies (Neha, 2018) and arXiv2020 relates to arXiv
paper abstracts (Cornell-University, 2021). We use the image segmentation
datasets Pascal-VOC (Everingham et al., 2007) and MS-COCO (Lin et al., 2014),
with bounding boxes and one label per box. By attributing all box labels to
the image as a whole, it has been used as a reference benchmark for multilabel
classification. We refer to Appendix B.4 for further descriptions of the datasets
and references.

3.5.2 Learning framework
Our proposed learning framework consists of two parts: a pretrained deep neural
network and a classification head (see Figure 3.2); di�erent loss functions are
computed in the classification head.

Neural network architecture. For the moviePoster image dataset, we
use a MobileNetV2 (Sandler et al., 2018) architecture that was pretrained on
ImageNet (Deng et al., 2009). This network architecture is typically used for
inference on small computing devices (e.g., smartphones). We use a version
of MobileNetV2 already stripped o� of its original classification head (Google,
2021). For the three text datasets, we use DistilBERT (Sanh et al., 2019) as
implemented in Hugging Face. This is a particularly e�cient instance of the
BERT model (Huggingface, 2021). For the Pascal-VOC and MS-COCO datasets,
we use the recent state-of-the-art resnet TresNet (Ridnik et al., 2021) pretrained
on ImageNet (Deng et al., 2009) and some of the best practices for Pascal-VOC
and MS-COCO collected in a recent benchmark (Baruch et al., 2020). We use
TresNet-m-21K; 21K stands for Imagenet21K, the larger ImageNet corpus. In
all cases, we use the final pre-trained layer as an embedding of the input. To
ensure that the results of di�erent loss functions are comparable, we fix the
model weights of the pretrained MobileNetV2, DistilBERT and TresNet and
keep the hyperparameter values that were used to be trained from scratch. At
training time, we optimize with Adam for all three architectures and use In-Place
Activated BatchNorm (Inplace-ABN) for TresNet (Rota Bulò et al., 2018).
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The classification head is a latent representation layer (the final pretrained
layer mentioned above) connected with a RELU activation. This layer is linked
to a final classification layer with a linear activation. The dimension of the final
layer is equal to the number of classes in the dataset. The attached loss function
is either BCE (Binary Cross-Entropy), focalLoss (Lin et al., 2017), ASL (Baruch
et al., 2020), unboundedF1 or sigmoidF1 (ours). When computing the loss
at training time, a sigmoid transforms the unbounded last layer to a [≠1, 1]
bounded vector that contrasts positive and negative predictions. These values
are then used as inputs to any of the loss functions above over all classes and
the entire batch of examples. In the case of LÊF1 , this corresponds to a surrogate
macro F1. Given the vectorized computation of LÊF1 (see Section 3.4.3), the
computational burden is only marginally a�ected. At inference time, the last
layer is used for prediction and is bounded with a sigmoid function. A threshold
must then be chosen at evaluation time to compute di�erent metrics. Figure 3.2
depicts this learning framework.

Metrics. In our experiments, we report on microF1, macroF1, Precision,
mAP (used in some recent multilabel benchmarks; see Appendix B.1) and
(micro-)weightedF1 (where within-class scores are weighted by their represen-
tation in the dataset). We focus our discussion around weightedF1 as it is
the most comprehensive F1 measure we could find on multilabel problems: it
is a micro measure, thus accounts for di�erences between classes, and has a
reweighing argument, thus accounting for class imbalance. Given limited re-
sources we rerun each model on each loss with 5 random seeds. With only 5
runs per loss function, hypothesis testing results would have been particularly
sensitive to the choice of distribution.3 Instead, we show the distribution of
results in Appendix B.5, which show robust statistics (median and interquartile
range). Note that cross-validation cannot be performed as Pascal-VOC and
MS-COCO have fixed train-validation-test sets. There is an interaction between
our optimization on sigmoidF1 and our evaluation using (weighted) F1 metrics.
We expect higher values on F1-related metrics during evaluation and thus report
on alternative metrics too.

3.5.3 Hyperparameters and reproducibility
We implemented all losses in Pytorch and Tensorflow. Batch size is set at a
relatively high value of 256 to increase accuracy over traditional losses (Smith
et al., 2017), but also allow heterogeneity in the examples within the batch, thus
collecting enough values in each quadrant of the confusion matrix (see Section
3.4.4 for a discussion). Regarding the sigmoidF1 hyperparameters — and ÷,
we performed a grid search with the values in the range [1, 30] for — and [0, 2]
for ÷. In our experiments, we evaluate the sensitivity of our method to these
hyperparameters (see Figure 3.3 and Appendix B.4 for optimal values). We
made sure to split the data in the same training, validation and test sets for each
loss function. We trained for 60 (Pascal-VOC, MS-COCO) to 100 (arXiv2020,

3We found that, given some unstable results on unboundedF1, even a conservative student
t distribution would imply that the 95% confidence interval covers metric values over 100%.
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moviePosters) epochs, depending on convergence. Our code, dataset splits and
other settings are shared to ensure reproducibility of our results.

3.6 Experimental Results

The goal of sigmoidF1 (LÊF1 ) is to optimize for the F1 score directly at training
time in the context of multilabel classification. In this section, we test whether
LÊF1 can outperform existing loss functions on multiple classification metrics. We
present multilabel classification results for LÊF1 on four datasets, moviePosters,
arXiv2020, Pascal-VOC and MS-COCO in Table 3.3.

We recall Table 3.1, in which we highlight that LBCE is originally designed
for binary classification, LFL for imbalanced multiclass, LASL to optimize mAP
for multilabel classification. They are computed over each class at training time,
as opposed to per batch for our LÊF1 and LF1 . The latter two explicitly account
for label dependencies in the loss function.

In general, Table 3.3 shows that LÊF1 outperforms other loss functions on three
possible formulations of the F1 metric (weightedF1, microF1 and macroF1). We
also confirm that the recent ASL loss outperforms other losses on the precision
and mAP metrics. LÊF1 is designed as an F1 surrogate, it is thus not surprising
for it to perform best on F1 metrics and comes at no noticeable additional
computational cost (see Appendix B.3). We first analyze the F1 metrics before
interpreting the precision and mAP results in more detail.
Measured on the F1 metrics (weightedF1, microF1 and macroF1),
LÊF1 and LBCE always share the top 2 in performance, oftentimes far ahead of
other losses. This highlights that losses inspired by BCE are not yet tailored
to optimize for the F1 score in multilabel classification, and also that BCE is a
good default choice in general. However, in certain settings, and in particular
with our standard datasets Pascal-VOC and MS-COCO, LÊF1 can provide clear
improvements over the original BCE. macroF1 on the moviePosters dataset is a
counter-intuitive exception to that observation: BCE outperforms LÊF1 only on
the macro measure, although LÊF1 is essentially a macro F1 loss function, as it
is calculated across all classes and over each entire batch. Similarly focalLoss is
dominant on MS-COCO macroF1, but not significantly (see Figure 3.5). There is
room for improvement on MS-COCO because we did not finetune the sigmoidF1
hyperparameters (— and ÷) and instead reused the Pascal-VOC ones, due to
resource constraints.
On precision and mAP, no top 2 losses emerge. Instead, results are dataset
and modality dependent. Surprisingly, the traditional BCE loss outperforms
other losses by far in precision on a thoroughly benchmarked dataset like Pascal-
VOC. focalLoss delivers best results for MS-COCO on precision, probably
because the original paper used MS-COCO as a benchmark to design their loss
function (Lin et al., 2017). Precision performance gains are less clear on the two
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smaller datasets (arXiv2020 and moviePosters); LF1 performs reasonably well.4
Regarding mAP, LASL expectedly outperforms other methods on Pascal-VOC,
confirming their own benchmarks (Baruch et al., 2020) and their ability to beat
focalLoss and BCE on MS-COCO and PASCAL-VOC. Notably, LASL is also
first on mAP on text data. This is the first time that ASL is tested on text data
to the best of our knowledge. Overall, these mitigated results for precision and
mAP motivate further research in optimizing directly for precision and mAP at
training time.
A note on thresholding and zero values. For the bigger and more standard
datasets Pascal-VOC and MS-COCO,5 our neutral metric threshold of 0.5
provides results in line with the literature. With our own fine-tuning regime on
a smaller model (see Section 3.5.2), our mAP scores are 1–2% away from the
current state of the art (Baruch et al., 2020). On smaller datasets like arXiv2020,
moviePosters and others (see Appendix B.6), the sigmoid activation per class at
inference time are closer to zero. To a certain extent, this can be interpreted
as the model having less confidence in its predictions (Guo et al., 2017). As a
result, a neutral 0.5 threshold resulted in zero values on almost all losses and
metrics for small datasets. Given the range of values in these predictions, 0.05
seems like the next best neutral threshold. We refrain from further finetuning
the threshold for each dataset, loss and metric.6 As a result of the absence of
finetuning, moviePosters display zero values for LFL and LASL on most metrics.
This can be explained by the higher average label count for moviePosters. This
is in opposition to the propensity of LFL and LASL to deal with sparser label
representation.

The analysis above highlights that sigmoidF1 can indeed optimize for F1
metrics (weightedF1, microF1 and macroF1) reliably and consistently, over
six datasets in total (see Appendix B.5). Given the more mitigated results
for precision and mAP, it seems relevant to further explore opportunities of
metrics-as-losses. Finally, BCE, which was designed with binary classification in
mind, is a good first approximation.
Sensitivity analysis. In Figure 3.4, we show the sensitivity of sigmoidF1 to dif-
ferent parametrizations of ÷ and —. Within the chosen values (see Section 3.5.3),
we chose to display a parameter space similar to the one illustrated in Figure 3.3.
Moving the sigmoid to the left allows the learning algorithm to tend to a (local)
optimum. In general and across datasets, when sampling for ÷, we noticed how
the optimum tended towards positive values. O�setting the sigmoid curve to the
left has the e�ect of pushing more candidate predictions to the rank of positive

4LF1 was found particularly unstable for Pascal-VOC over 5 di�erent seeds (see the extended
results in Appendix B.5). Provided it is unbounded, predictions can diverge towards (positive
or negative) infinite values.

5The classes in Pascal-VOC and MS-COCO are a lot more concrete (e.g., car, person,
bicycle) and are directly related to the original classes of ImageNet on which the TresNet
and MobileNetV2 were trained, as opposed to movie genres for moviePosters or arXiv paper
scientific domain.

6While optimizing the threshold at inference time is an interesting research topic, we refrain
from doing so here, so as to disentangle the loss function benchmarking from the thresholding
regime benchmarking.
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Table 3.3: Multilabel classification mean performance in percent over 5 random
seeds. The F1 metric variants are the focus here (weightedF1, microF1 and
macroF1), since we aim to directly optimize for F1 at training time. precision
and mAP are displayed for reference, as they are often used in the literature in
that context. Metric are formally defined in Appendix B.1 and thresholds are
indicated there for each dataset. We reused fine-tuned Pascal-VOC sigmoidF1
hyperparameters (— and ÷) for MS-COCO due to resource constraints.

Loss weig
ht

ed
F1
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oF

1
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roF

1
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sio
n

mAP

TresNetm21K (Ridnik et al., 2021) on MS-COCO @0.5 (CNN)
LBCE(Fisher, 1912) 79.02 75.81 79.55 82.52 81.21
LFL(Lin et al., 2017) 81.28 79.18 81.76 85.73 84.88
LASL(Baruch et al., 2020) 73.48 70.36 70.81 60.16 85.59
LF1 [ours] 79.90 77.51 79.74 81.05 78.33
LÊF1 [ours] 81.82 79.93 81.67 80.62 81.98

TresNetm21K (Ridnik et al., 2021) on Pascal-VOC @0.5 (CNN)
LBCE(Fisher, 1912) 87.52 85.85 87.76 90.75 91.54
LFL(Lin et al., 2017) 72.54 59.24 76.82 84.70 76.19
LASL(Baruch et al., 2020) 77.85 76.53 75.98 65.36 93.11
LF1 [ours] 77.24 74.84 75.31 75.53 79.36
LÊF1 [ours] 88.20 87.70 87.87 85.36 92.36

DistilBert (Sanh et al., 2019) on arXiv2020 @0.05 (NLP)
LBCE(Fisher, 1912) 20.59 18.19 18.42 10.15 10.50
LFL(Lin et al., 2017) 18.85 16.59 18.01 10.10 10.43
LASL (Baruch et al., 2020) 19.15 16.90 18.16 10.32 10.53
LF1 [ours] 15.23 13.74 14.50 10.27 10.49
LÊF1 [ours] 20.60 18.20 18.43 10.15 10.50

MobileNetV2 (Sandler et al., 2018) on moviePosters @0.05 (CNN)
LBCE(Fisher, 1912) 13.79 9.47 12.94 5.51 5.78
LFL(Lin et al., 2017) 0.00 0.00 0.00 0.00 5.80
LASL(Baruch et al., 2020) 0.00 0.00 0.00 0.00 5.80
LF1 [ours] 13.97 9.84 10.11 5.59 5.90
LÊF1 [ours] 14.81 10.33 10.57 5.58 5.81
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Figure 3.4: DistilBERT (NLP) on arXiv2020 – di�erent weightedF1 scores at
a 0.5 threshold for di�erent values of ÷ and — in a sampling region similar to
Figure 3.3.

instance (or at least close to 1). We also note how — (which cannot be negative
or otherwise the sigmoid function would flip around the horizontal axis) is at
best close to a value close to 0 on this dataset (we show discrete values here
for display purposes). The sigmoid is thus relatively smooth, which involves
dynamic gradients over di�erent batches. The idea is similar to a high learning
rate. In our experiments, this rarely gave rise to divergent behavior in the loss
function (learning curve). We learn that it is necessary to tune hyperparameters
for each dataset, as it is for LFL, LASL and others in Table 3.1.

The results in this section show that, in general, multilabel classification
results measured on F1 metrics can be improved using sigmoidF1 – independently
of the dataset, its modality or the neural network architecture.

3.7 Discussion
In multilabel classification, and more generally in the context of deep neural
networks, losses are formulated to be decomposable for gradient descent. At
inference time, however, end-users tend to look for clear-cut actionable decisions
from the model (e.g., to automize the arXiv keywords selection, one needs to
obtain a clear-cut set of keywords given each abstract). This is probably why
most evaluation metrics in the multilabel literature, with the notable exception
of mAP, are also reliant on clear-cut counts (e.g., tp, fn, fp, tn). Although
models are benchmarked on these values, we found little discussions on how to
retrieve clear-cut counts from final softmax / sigmoid activations bounded by
[0, 1]. Among our benchmarked losses, the authors of FocalLoss (Lin et al., 2017)
use a global 0.5 threshold at inference-time. The authors of ASL (Wu et al.,
2019a) do not mention thresholding in the paper but a GitHub issue hints at
the fact that they used 0.8 as a global threshold for MS-COCO.7 We feel that
defining clear-cut counts deserves more attention.

7See https://github.com/Alibaba-MIIL/ASL/issues/8 and also insightful learning tricks
at https://github.com/Alibaba-MIIL/ASL/issues/30.
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Such clear-cut counts are usually achieved via a decision threshold. Decubber
et al. (2018) distinguish between utility maximization (at inference-time) and
decision-theoretic (at training and at inference time) approaches.
Utility maximization methods. At inference time, a threshold can be set
globally for all examples to optimize on the training data, before using it on the
test data (Lipton et al., 2014; Decubber et al., 2018). This threshold can optimize
for specificity, sensitivity (Chen et al., 2006) or directly for F1 (Decubber et al.,
2018). Alternatively, di�erent thresholds can be set per-class (Chu and Guo,
2017).
Decision-theoretic methods. Decision-theoretic methods operate both at
training and at inference time. They stem from shallow learning fields and have
multiple steps: (i) encoding the original item-label matrix to submatrices that
each can be (ii) fit to a traditional loss function (cross-entropy variations), before
(iii) decoding the submatrices back to the original item-label matrix format via an
inference-phase optimization solver. This methodology can be found across the
shallow learning fields of SVMs (Ye et al., 2012), logistic regession (Dembczynski
et al., 2011; Zhang et al., 2020), multinomial regression (Dembczynski et al.,
2013), and Bayesian networks (Gasse and Aussem, 2016). These methods were
implemented in a deep learning setting, where they had more success than utility
maximization or fixed thresholding methods (Decubber et al., 2018). Decision-
theoretic methods have at least 3 moving parts mentioned above and are thus
complicated to benchmark against each other, let alone against inference-time
thresholding or fix thresholding.

As hinted before with ASL and focalLoss, modern deep learning models
tend to not tune the decision threshold, either with utility maximization or
decision-theoretic methods. We propose to take a first step in this direction in
the following.

For the sake of this discussion, we focus on the simplest utility maximization
(inference-time) thresholding implementation. Threshold Averaging (Decubber
et al., 2018) is a method that uses the training set to tune a global threshold,
before applying it to the test set. Take ŷi, a set of label predictions for one
example i. We select each ŷij as a possible thresholding candidate to binarise
the vector ŷi. We then calculate instance-wise F1 scores over ŷi. The value ŷij

that results in the highest F1 score for an instance is chosen as the instance’s
threshold. This process is repeated for each instance i in the training data. The
average threshold over all instances in the training data is then chosen as the
final global threshold for the test data.

In Table 3.4, we show results of Threshold Averaging (Decubber et al.,
2018) on the arXiv dataset. It is notable here that ASL’s mean results always
outperform other losses. This time around, however, almost all boxplots IQRs
intersect, thus results are very inconclusive (see Figure 3.9). We thus refrain
from bold numbers like in Table 3.3. Most importantly, metrics are consistently
below results from the original neutral fixed 0.05 threshold in Table 3.3. This
is consistent with some of the results in (Decubber et al., 2018), showing that
simple thresholding methods based on utility maximization are not su�cient to
consistently beat fixed thresholds or decision-theoretic methods.
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Table 3.4: Multilabel classification mean performance in percent over 5 random
seeds. Global thresholds were found using a threshold-moving technique. Results
are systematically lower than with a fixed threshold (see third row of Table 3.3).
Metric are formally defined in Appendix B.1.
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DistilBert (Sanh et al., 2019) on arXiv2020 (NLP) – Threshold moving
LBCE(Fisher, 1912) 15.89 13.98 15.73 10.11 10.35
LFL(Lin et al., 2017) 16.40 14.14 17.22 9.83 10.42
LASL (Baruch et al., 2020) 17.49 14.86 17.77 10.33 10.51
LF1 [ours] 16.52 14.27 16.70 9.98 10.43
LÊF1 [ours] 15.11 13.19 15.20 10.05 10.41

Inference-time decisions can completely change the outcome of a prediction
set, of its resulting evaluation metrics, and, thus, even of the winning model. We
hope that thresholding will be more broadly discussed in the future or at least
for the thresholding method to be openly stated in research papers; we chose
fixed neutral thresholds, to focus on the benchmarking of losses at training-time.

Together, utility maximization (inference-time) thresholding methods and
decision-theoretic methods (at training and at inference time) form an under-
explored research domain, with several open questions: (i) Which data split
should be used for thresholding? With the entire training dataset (Decubber
et al., 2018), there is a risk of overfitting the threshold. Maybe it is worth
introducing a holdout set that is only used for threshold tuning. (ii) Should we
threshold globally for interpretability or have a per-class or even per-instance
threshold? (iii) Are decision theoretic (a.k.a. at training and at inference time)
approaches also not prone to overfitting and are they e�cient on large neural
networks for large datasets? (iv) Can other losses than the classical cross-entropy
loss be used to train decision theoretic models?

3.8 Conclusions
To solve multilabel learning tasks, existing optimization frameworks are typically
based on variations of the cross-entropy loss. Instead – inspired by the binary
classification literature (see most recently (Gai et al., 2019) and their F1 surrogate
loss functions on 3-layer neural networks) – we propose the sigmoidF1 loss, as
part of a general loss framework for confusion matrix metrics. sigmoidF1 loss can
achieve significantly better results for most metrics on four diverse datasets and
outperforms other losses on the weightedF1 metric. We thereby provide evidence
that sigmoidF1 is robust to modality, model architecture and dataset size, when
optimizing for F1 metrics. Generally, our smooth formulation of confusion
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matrix metrics allows us to optimize directly for these metrics that are usually
reserved for the evaluation phase. The proposed unboundedF1 counterpart does
not require hyperparameter tuning and delivered better results than existing
multiclass losses on most metrics; it can act as a mathematically less robust
approximation of sigmoidF1.

In future work and within the generic multilabel setting, a first incremental
step could be to train on a bigger dataset like MS-COCO (Lin et al., 2014) (if
provided with more resources) and use more robust transfer learning/finetuning
procedures, for example with dynamic weight freezing for finetuning (Howard
and Ruder, 2018). Alternatively, we could train a CNN or a BERT model for
multilabel tasks with our smooth losses from scratch (cf., (Wu et al., 2019a)
and (Lin et al., 2017)). If training from scratch, this can be combined with
representation learning (Milbich et al., 2020; Wang et al., 2020) or self-supervised
learning, in order to model abstract relationships.

Next, we could validate if F1 or another confusion-matrix-metric-as-a-loss
can tackle other multilabel settings, such as hierarchical multilabel classification
(Benites and Sapozhnikova, 2015), active learning (Nakano et al., 2020), multi-
instance learning (e.g., Soleimani and Miller, 2017; Zhou et al., 2012), holistic
label learning (see dataset Large Scale Holistic Video Understanding (Diba et al.,
2019)), or extreme multilabel prediction (Chang et al., 2020; Liu et al., 2017;
Babbar and Schölkopf, 2017; Yen et al., 2017; Prabhu et al., 2018) (with missing
labels (Yu et al., 2014; Jain et al., 2016)), where the number of classes ranges in
the tens of thousands. Beyond the multilabel setting, sigmoidF1 could be tested
on any model that uses F1 score as an evaluation metric such as AC-SUM-GAN
(Apostolidis et al., 2020).

One limitation of sigmoidF1 is that it is computed at a macro level over the
whole batch and ignores (micro) per class F1 scores. Given our limited GPU
memory, we could not load enough examples in each batch to represent each
confusion matrix quadrant of each class reliably. If such a route is followed, we
could eventually finetune or learn —c and ÷c – the parameters of the sigmoid
function – per class c.

We believe that smooth metric surrogates should inform future research
on multilabel classification tasks. There is evidence of a growing interest in
the literature (Chang et al., 2019; Huang et al., 2015; Patel et al., 2022) for
metrics as losses and the objective of this chapter is to further highlight their
relevance, across modalities, architectures and dataset sizes. Based on the results
presented in this chapter, we consider metrics-as-losses (e.g., Jaccard, confusion
matrix metrics, ranking metrics) as the next step in the evolution of multilabel
classification algorithms.

3.9 Upshots for the Personalization Flow
In this chapter we constructed a surrogate to the F1 metric, that is di�erentiable
everywhere at training time. Thanks to that loss function, we are able to
train image models that categorize thumbnails into an optimal set of categories
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(as defined by the F1 score). We can then serve each user with personalized
thumbnails, given their preference (action, romance, etc.). But this endeavor is
only a small step towards two separate avenues: (i) If our goal is to optimize
for certain non-di�erentiable metrics at inference-time, why don’t we use more
metric surrogates as losses at training-time? (ii) In the future, we could think
of generating thumbnails or movie posters from scratch for each user, based on
their preferences.

In the next chapter, we take a step back. Once we have served personalized
recommendations with personalized thumbnails, we look at how the user behaves
on the platform over time. More precisely, we combine the observable user
behavior data (e.g., clicks) with unobservable intents (e.g., bookmark videos to
watch later) to predict the satisfaction of that user.

Reproducibility
To facilitate the reproducibility of this chapter, our code is available at https:
//github.com/gabriben/metrics-as-losses.

B Appendices

B.1 Evaluation metrics
In our experimental evaluation in this chapter, we consider a suite of metrics that
are commonly used in the evaluation of multilabel classification to measure the
e�ectiveness of multilabel prediction. These metrics are based on the confusion
matrix and for which we provided smoothed surrogates to optimize directly (see
Table 3.5).
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B. Appendices

When true positives and false positives are used, recall that tp = 1ŷØt §y and
fp = 1ŷØt § (1≠ y), and thus a threshold t must be set. For Pascal-VOC and
MS-COCO, we set t = 0.5, as is commonly done in the early literature (Zhang
and Zhou, 2014; Clare and King, 2001). In the recent literature, the chosen
threshold at inference time can vary but was not found to be justified, we thus
decide on neutral thresholds before training.

Extending F1 to multiclass binary classification means deciding whether to
pool classes. In a first pooled iteration, macro F1 (Koyejo et al., 2015) equates
to creating a single 2x2 confusion matrix for all classes:

F
macro
1

=
qC 2tpj

2
qC

tpj +
qC

fnj +
qC

fpj

, (3.9)

with
qC(·) as a short form of

qC
j=1

(·), when summing over each class up to
the C classes. Micro F1 (Lipton et al., 2014; Koyejo et al., 2015) amounts to
creating one confusion matrix per class or unpooling:

F
micro
1

= 1
C

Cÿ

j=1

2tpj

2tpj + fnj + fpj
= 1

C

Cÿ

j=1

F
j
1

. (3.10)

Weighted micro F1 (Behera et al., 2019) is similar but includes weighing to
account for class imbalance, i.e., weighing each class by the number of ground
truth positives:

F
weighted
1

= 1
C

Cÿ

j=1

pjF
j
1

, where pj =
ÿ

i

1yj
i=1

. (3.11)

We also define micro precision

P
micro = 1

C

Cÿ

j=1

tpj

tpj + fpj
. (3.12)

mean Average Precision (mAP) has di�erent definitions. We use mAP as defined
for the MS-COCO and Pascal-VOC datasets (Padilla et al., 2020). Traditionally,
Precision and Recall is computed over the intersection of object detection boxes.
We use a slightly modified mAP (e.g., in (Baruch et al., 2020)), where precision
and recall are computed over the predictions of labels on the whole image. We
first obtain the average precision over each class:

APall =
ÿ

i

(Ri+1 ≠ Ri) Pinterp (Ri+1)

Pinterp (Ri+1) = max
R̃:R̃ØRi+1

P (R̃),
(3.13)

and then compute mean Average Precision:

mAPmicro = 1
C

Cÿ

j=1

APi. (3.14)
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We write micro here to be explicit, but it seems to be mostly computed at the
micro level in the literature.

B.2 Focal loss definition
We write down the focalLoss (Lin et al., 2017), as it deals specifically with
class imbalance and is used as a baseline due to its popularity in the multiclass
domain.

LF L = ≠–
j
!
1 ≠ ŷ

j
"“ log

!
ŷ

j
"

, (3.15)

with –
j and “ hyperparameters. In the next section, we further specify the setup

for focal loss and cross entropy as benchmarks for unboundedF1 and sigmoidF1.

B.3 Compute time
Table 3.6 shows compute times in minutes for di�erent losses and di�erent
datasets on a single GPU g4dn.12xlarge AWS instance.8 The run-time is not
particularly long, given that we freeze model weights of the pretrained image /
text model.

B.4 Experimental setup details
moviePosters consists of images of movie posters and their genres (e.g., action,
comedy) (Chu and Guo, 2017).9 The posters and labels have been extracted
from IMDB and the dataset was previously used for per-class, post-training
thresholding (see Section 4.2). The genre labels in this dataset are not mutually
exclusive and of varying counts per movie.
arXiv2020 is a subset of the newly created arXiv dataset10 with over 1.7 million
open source articles and their metadata. Our experiments use the abstracts
and categories that are suitably non-mutually exclusive and of varying counts
per example. The limited number of labeled classes render the older dataset
unsuitable for our experiments. We write arXiv2020 for the subset of the arXiv
dataset that only contains documents published in 2020. This results in around
26k documents. There is a longer history of using arXiv to create research
datasets; the dataset we use is not to be confused with an earlier long document
dataset that only features 11 classes (He et al., 2019), and was used in a recent
long transformer publication (Zaheer et al., 2020).
pascal-VOC and MS-COCO stand for Pascal Visual Object Classes Challenge
(VOC 2007) (Everingham et al., 2007) and Microsoft Common Objects in
Context (Lin et al., 2014), respectively. They are object recognition/segmentation
datasets. The earlier Pascal-VOC dataset has 20 possible object classes and
around 10K examples. The later MS-COCO dataset has 80 possible object
classes and around 200K class-annotated examples. Some multilabel classification
literature for the image domain use object detection / segmentation datasets to

8
https://aws.amazon.com/ec2/instance-types/g4/

9Labels at https://tinyurl.com/y7ydyedu and images at https://tinyurl.com/y7lfpvlx.
10Available at https://tinyurl.com/5kypspya.
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B. Appendices

perform multilabel classification:11 MS-COCO, Pascal-VOC, NUS-WIDE, etc.
(note that transformer models, which e�ectively distinguish the original objects
on the image while predicting labels, perform better on this task (Liu et al.,
2021)). Regarding Tresnet-m-21k (Ridnik et al., 2021), while an L and an XL
version of the model exist, the code available online did not allow for correct
loading of the weights.

We choose to ignore classes that are underrepresented, in order to give
the model a fair chance at learning from at least a few examples. We define
underrepresentation as a global irrelevance threshold b for classes: any class c

that is represented less than b times is considered irrelevant. We decided to set an
irrelevance threshold b on all datasets prior to conducting experiments, so as to
not fine-tune for that feature. It was set to 1000 for both arXiv2020 (145 of the
original 155 classes remaining) and moviePosters (14 of the 28 classes remaining)
and at 10 for chemicalExposure (all 38 classes remaining) and cancerHallmarks
(all 33 classes remaining), in proportion to the number of classes and labels in
each dataset. We used all classes for Pascal-VOC and MS-COCO since we are
comparing with benchmarks that also do so.
Hyperparameters. For Pascal-VOC, we found {— = ≠0.75; ÷ = 10.25} to
work best on weightedF1. Given the similarity of the two datasets and the
potentially resource-hungry hyperparameter tuning of MS-COCO, we used
the same hyperparameters for MS-COCO. For arXiv2020 and moviePosters,
{— = 1; ÷ = 9} works best on weightedF1. These hyperparameters where tuned
on the validation set and we report on the held out test set. It would be
hard to give a general recommendation of hyperparameters, but it seems that
{— = ≠0.75; ÷ = 10.25} is a good basis for image and that {— = 1; ÷ = 9} is a
good basis for text.

Setup. We performed our experiments on Amazon Web Services cloud ma-
chines with data parallelization on up to 4 GPUs g4dn.12xlarge12, with Tensor-
Flow 2 (Abadi et al., 2015) and PyTorch (Paszke et al., 2019) as a gradient-descent
backend.

B.5 Extended results
Table 3.3 shows our results as point estimates over 5 training random seeds. This
section contains the distributional counterpart of Table 3.3, namely boxplots
(Figure 3.5, 3.6, 3.7 and 3.8) with median and inter quartile range in the blue
box. Figure 3.9 is the distributional counterpart of Table 3.4 (threshold-moving
technique on the arXiv dataset) and outlines less conclusive results than for
fixed thresholds.

11See https://paperswithcode.com/task/multi-label-classification.
12

https://aws.amazon.com/ec2/instance-types/g4/
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B.6 Additional experiments
This section details additional experiments on two further text datasets from
the medical domain. Given that they are relatively small compared to our other
benchmark datasets, we keep this discussion in the appendix of this chapter.
Table 3.8 illustrates the di�erence between our 4 main paper datasets and the 2
appendix datasets. Results on the latter are displayed in Tables 3.7a and 3.7b.

ML-NET (Du et al., 2019) has an interesting multitask approach to fit-
algorithm-to-data methods for multilabel learning with unknown label count
on text. The cancerHallmark (Hanahan and Weinberg, 2011)13 and chemi-
calExposure (Larsson et al., 2014)14 datasets were used. The third dataset
diagnosisCodes could not be obtained (neither from the authors of ML-NET
nor those of the original paper (Perotte et al., 2014)). We aggregate sentence
labels to the whole description for cancerHallmarks and chemicalExposure, as
was done for ML-NET.

Table 3.7: Multilabel classification performance@0.05 on a single run.

(a) DistilBERT (NLP) + classification head on cancerHallmarks.

Loss weightedF1 microF1 macroF1 Precision
LBCE 0.0 0.0 0.0 0.0
LFL 10.8 19.0 4.4 7.1
LF1 17.0 17.6 9.8 8.9
LÊF1 20.2 31.3 9.5 5.9

(b) DistilBERT (NLP) + classification head on chemicalExposure.

Loss weightedF1 microF1 macroF1 Precision
LBCE 5.1 5.8 1.2 4.7
LFL 26.8 34.8 9.3 13.0
LF1 21.8 19.4 13.3 15.5
LÊF1 31.9 43.2 11.3 9.1

For arXiv2020, moviePosters, cancerHallmarks and chemicalExposure, we saw
after a few preparatory training rounds that almost only sigmoidF1 had non-
zero results for t = 0.5. Class representation is a lot more sparse for these
dataset, we thus set the evaluation metrics threshold to a reasonable value
of 0.05 and train for 100 (arXiv2020, moviePosters) or 500 (cancerHallmarks
and chemicalExposure) epochs until reaching convergence. Once thresholds
were decided upon, no further threshold-hacking was performed. Note that a
threshold of 0.8 on Pascal-VOC, as used by (Baruch et al., 2020), does not alter
the results.

On the smaller chemicalExposure and cancerHallmarks datasets (see Ta-
13Available at https://github.com/sb895/Hallmarks-of-Cancer.
14Available at https://github.com/sb895/chemical-exposure-information-corpus.
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bles 3.7a and 3.7b respectively), the unboundedF1 loss delivers good results
for macroF1 and Precision and the sigmoidF1 loss leads to higher scores on
the remainder of the metrics. We observe that unboundedF1 scores higher
than sigmoidF1 on macroF1 on the two small text datasets (chemicalExposure
and cancerHallmarks). Since unboundedF1 forgoes thresholding altogether, we
hypothesize that unboundedF1 develops tolerance for sparse datasets with low
number of class instances.

Table 3.8: Descriptive statistics of all datasets.
Type Classes Avg label count Num of examples

moviePosters image 28 2.2 37,632
arXiv2020 text 155 1.9 26,558
chemExposure text 38 6.1 3,661
cancerHallmarks text 33 3.5 1,582
Pascal-VOC image 20 1.6 9,963
MS-COCO image 80 2.9 122,218

Notably for the cancerHallmarks dataset, predictions from a model trained with
cross-entropy do not reach high enough values to surpass the threshold and thus
all metrics return zero values. This was further observed during experimentation,
thus cross-entropy loss might not be a good fit for solving small-dataset multilabel
problems.

60



Chapter 4

Intent, Behavior and Satisfaction

We are now at a stage in the personalization flow where the platform has already
nudged the user with specific content and their appearance on the page.

personalized
recommendation

strip

personalized
thumbnail intent-satisfaction recommendation

diversity

Figure 4.1: The third step of the personalization flow.

We would like to know whether the user is satisfied with the streaming platform
over time. There is a lot of research based on observable behavioral data
– oftentimes aggregated over user groups – such as the time spent on the
platform (see Sections 4.2.1 and 4.2.1). But can we harness this data in a more
personalized way and connect it to some latent aspects such as the users’ intents
and satisfaction on the platform? We reproduce a study performed in the music
domain in the video domain at Videoland. We provide all resources to reproduce
our study. More precisely, we are interested in modeling the following causal
chain:

RQ3: Are users’ intents together with their behavioral data useful signals to
predict or explain satisfaction on a video streaming platform?

We answer that question for a second time, as a reproduction of a Spotify
experiment (Mehrotra et al., 2019). While Mehrotra et al. (2019) proposed
linear logistic regression models to predict satisfaction based on intent and
behavioral data, we use random forests – for higher accuracy – and hierarchical
Bayesian models – for better interpretability. We release simulated data, code
and experimental design, to facilitate further research.

4.1 Introduction
Personalized content and experiences on music, video, and other types of content
platforms, rely on user data as feedback (Ko et al., 2022). Such input often
has the form of interaction data on a website or from a dedicated app and is
then used as implicit feedback from the user (Morita and Shinoda, 1994). For

This chapter was published in the ACM Transactions on Recommender Systems (TORS)
under the title “Intent-Satisfaction Modeling: From Music to Video Streaming” (Bénédict
et al., 2023a)
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paid-subscription platforms whose longer term goal is retention, this type of
implicit feedback might not be enough (Duan and Zhai, 2015). In the short
term, retention propensity translates to some form of satisfaction that is highly
subjective, time-varying, and might form a signal hidden in the implicit feedback
data. The literature lists two possible ways to approximate a measure of short-
term satisfaction (Beheshti et al., 2020): (i) seek explicit feedback via surveys
(e.g., in-person, in-app, in-email), or (ii) obtain implicit feedback from user
behavior on the website or app (e.g., content consumption, time on site, time on
homepage, etc.).

4.1.1 The importance of intent
Implicit and explicit feedback each have their own strengths and weaknesses (Guo
and Agichtein, 2012; Dragone et al., 2019). Most weaknesses can be avoided
through careful survey design for explicit feedback and through granular user
tracking for implicit feedback. However, we identify one irreducible weakness:
missing context from behavioral data. For example, someone might watch a
few trailers during a session and never play a full movie/episode. This could
be interpreted as an unsuccessful session. It could also be that the user did
not have time to watch the full content and instead was selecting content for a
family watching session later that evening.

One way to retrieve context is to explicitly ask users about their current
intents, join that survey data to behavioral data for each session, and thus
introduce context back into implicit behavioral data. Mehrotra et al. (2019) use
a survey to retrieve users’ current intent and satisfaction level, before collecting
said user’s interaction signals on a music streaming platform. They then show
that satisfaction models are more accurate when intent is included as a variable.
With visualizations and logistic regressions they show that intent together with
behavioral data is more predictive of satisfaction than behavioral data alone.

4.1.2 From music to video streaming
We are interested in generalizing the lessons in (Mehrotra et al., 2019) from
music to video streaming. There are important contextual di�erences between
the two types of platforms that make this generalization far from obvious. See
Table 4.1 (top) for a summary of key di�erences.

First, content length is a di�erence linked to content type and has important
behavioral consequences (Jebara, 2019). Second, the music streaming domain
has settled around half a dozen actors that each provide about the same deep
catalog of music. But the opposite is happening in video streaming, where a
plethora of platforms each have a few thousand movies and series available at
any given time, with little to no content overlap between platforms (Hern, 2021).
Third, the relative scarcity of content and plurality of paid subscription services
encourage a strong return to piracy in 2019–2022 (Feldman, 2019; MUSO, 2022).
This rise in fragmentation and piracy encourages video streaming actors to
(i) quickly and accurately guide decisive users to the content they had in mind
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Table 4.1: Contrasting music streaming and video streaming (top), and key
di�erences in experimental setup (bottom).

Music
(Mehrotra et al., 2019)

Video
[this chapter]

Content length 3–5 min 45 min–2 hrs
Catalog size1 > 70 million > 5 thousand
Piracy2 1 pm 7.5 pm

In-app survey design

Intent identification One-on-one interviews
with 12 users

User experience
specialists

Platform Mobile Browser

Timing Coming back
to the homepage

On the homepage
for 7 seconds

Intent One per session Multiple per session
Survey rate NA3 20%
Response rate 4.5% 3%
Very Satisfied users 33% 44%

within a shallow catalog (compared to music), and (ii) provide a customized
and seamless user experience for its explorative users looking for inspiration (via
recommendations, personalized newsletters, etc.), in contrast with its illegal video
streaming counterpart. To mirror this situation, we formulate the assumption
that there exist two groups of intents, namely decisive and explorative, and show
the essential role they play in video streaming platforms.

We follow (Mehrotra et al., 2019)’s methodology and adapt it for video
streaming, in order to assess whether intent can indeed bring context back to
explicit feedback. We adapt the original study to Videoland,4 a video streaming
platform in The Netherlands with over 1 million users. Two key di�erences in
our experimental setup are that we use a browser (instead of a mobile app) and
account for multiple intents per session (instead of only one); see Table 4.1.

This replicability study follows the ACM definition (di�erent team, di�erent
experimental setup) (Ferro and Kelly, 2018). This study is an attempt at
replicating and generalizing a large portion of the experimentation pipeline:
we cover data collection, survey design, data preprocessing, data enrichment,

1Similar to the average for the EU competition in the video domain (Grece and Jiménez
Pumares, 2020) and international competition in the music domain (Amazon, 2020; Apple,
2022; Deezer, 2022; KKBox, 2022).

2Average number of accesses to pirate sites per month and per internet user in the EU+UK
in 2017–2020 for the respective video and music domains (Garcia-Valero et al., 2021).

3From the original study we know that 3 million US Spotify iPhone app users were
sampled (Mehrotra et al., 2019). We could not find an o�cial number on the US Spotify
iPhone app users in 2019.

4
https://www.videoland.com/nl/
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modeling, and interpretation.

4.1.3 Insights
In this replicability study of (Mehrotra et al., 2019), we find that for the most
part, the conclusions drawn for the music streaming domain also hold in the
video streaming domain, both on the data analysis and modeling front. In
particular, our contributions in terms of generalization are:

(1) A proposal of typical intents for a video streaming that we divide into
explorative and decisive categories;

(2) An in-app survey design for a medium size streaming platform (≥1 million
users), which involves some small sample adjustments; and

(3) In addition to (Mehrotra et al., 2019)’s frequentist logistic regression model,
we test Bayesian multilevel models for visualization and explanations, along
with random forests for improved accuracy.

In addition, our technical contributions to support replicability of work on intent-
based satisfaction modeling are: (i) a detailed implementation of the in-app
survey design; (ii) code for behavioral data retrieval from Google Analytics
using BigQuery; and (iii) code for satisfaction modeling, all of which is shared
at https://github.com/rtlnl/streaming-intent-model.

4.2 Related Work
Platforms are able to gather implicit feedback with highly granular logged data
and explicit feedback via surveys. In-app surveys (Section 4.2.2) are only as
granular as the number of questions asked to the user but are valuable to retrieve
hidden signals that are unavailable in logged data (Section 4.2.1). Even more
powerful is the fusion of explicit and implicit aspects (Section 4.2.3), in our case
to assign intent and satisfaction levels to raw behavioral data.

4.2.1 Implicit feedback
In the context of interactive platforms, logged data (time on page, number of
pages seen, etc.) has caught the attention of researchers early on (Morita and
Shinoda, 1994). Recently, the use of implicit feedback such as click through rate
(CTR) (Huang et al., 2012; Liu et al., 2015; Mehrotra et al., 2017) or dwell time
(Yi et al., 2014; Kim et al., 2014) has been questioned, in favor of the concurrent
use of other behavioral metrics (Mehrotra et al., 2018b; Guo and Agichtein, 2012;
Dragone et al., 2019). Wen et al. (2019) highlight that, in the music domain,
many users click a song but consume only a fraction of it, before skipping to the
next. In the same domain, implicit feedback signals have been classified into
four categories (Mehrotra et al., 2019): temporal (e.g., session length, seconds
played), downstream (e.g., number of items played), surface level (e.g., number
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of slates that were interacted with), and derivative (e.g., total clicks / number
of items played). Derivative signals are combinations of the other three signals.

Implicit feedback signals are often used as input for, or for the evaluation of,
a search or recommendation model. For example, comparing recommendation
predictions with what users actually watched on di�erent metrics and directly
relating these metrics to satisfaction levels (Wang et al., 2021).

4.2.2 Explicit feedback
In the case of explicit feedback, the services of a representative sample of a user
population are enlisted to obtain information on a task, such as recommendation
accuracy (Beheshti et al., 2020). A survey can help reveal behavioral traits
that are not apparent in the logged data. We argue there are two categories
of higher order behavior on streaming platforms: explorative versus decisive
(similar to fetch, find and explore in the domain of search for video stream-
ing (Lamkhede and Das, 2019)). Decisive behavior refers to a session where
the user already knows what she wants to stream and it is typically addressed
in search (Lamkhede and Das, 2019). Exploration can be defined as the expe-
rience of finding and consuming content that was previously unknown to the
user (Garcia-Gathright et al., 2018b). In the music streaming domain, surveys
have shown that exploration is a complex time-varying personal need (Lee and
Price, 2015), nurtures user retention (Caldwell Brown and Krause, 2016), and
deeper social connection (Leong and Wright, 2013).

A major drawback of surveys is their inherent response bias: the response
rate of satisfaction surveys is low because users have to deviate from their
intent of consuming content in order to provide feedback (our response rate was
3%, compared to 4.5% in (Mehrotra et al., 2019), 4.6% at Spotify over emails
(Garcia-Gathright et al., 2018b), and 2% at Google for individual item surveys
(Christakopoulou et al., 2020)).

The willingness to participate in a survey is dependent on hidden factors
such as time-on-hand, satisfaction with the platform in the first place (see the
satisfaction distribution in Figure 4.3 and in (Christakopoulou et al., 2020;
Garcia-Gathright et al., 2018b; Mehrotra et al., 2019)), etc. As a result, datasets
collected through surveys have missing-not-at-random (MNAR) data (Steck,
2010). If data is available on who was shown the survey but did not respond,
MNAR can be corrected for with inverse propensity scoring or multi-task neural
networks (Christakopoulou et al., 2020).

Recently, a new type of item-satisfaction survey emerged, e.g., item recom-
mendation satisfaction surveys on YouTube with a Likert scale (Youtube, 2019).
Also notable is the trend of the not interested button on a recommended item,
which is well entrenched in the search and recommendation domain (Chen et al.,
2000), on platforms such as YouTube (Youtube, 2022), Twitch (Twitch, 2022),
and TikTok (TikTok, 2020), with all three claiming it will help future recommen-
dations. Such item-surveys su�er even more from response bias and thus motivate
a new research field of sparse user-item pairs and debiasing (Christakopoulou
et al., 2020).
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A fruitful way to address the two major drawbacks of explicit feedback,
response bias and sparsity, is to complement a user survey with logged interaction
data from the same users, as we discuss next.

4.2.3 Connecting implicit and explicit feedback
Typically, evaluation of recommender systems is either done (i) in small-scale lab
studies based on explicit feedback, (ii) in o�ine batch experiments with static
test collections again based on explicit feedback, or (iii) through large-scale
A/B tests based on implicit feedback. Garcia-Gathright et al. (2018a) argue for
the use of qualitative research in user behavior to provide insight on implicit
feedback metrics as a general methodological principle.

An important way of drawing links between implicit and explicit feedback is
via the users’ current intent (Chuklin et al., 2013). For example, Duan and Zhai
(2015) study the problem of learning query intent representations for product
retrieval. They propose a generative model to discover intent representations
from entity search logs and show that the discovered intent representations can be
directly used for improving the accuracy of product search and recommendation.
Similarly, Bhattacharya et al. (2017) predict user intent from a user’s task
context and combine it with a frequency-based graphical model to recommend
reports to users of a business analytics application.

Recent workshops provide a rich palette of examples of capturing and mining
intent from user interactions (Bulathwela et al., 2020; Mehrotra et al., 2018a).
Key domains where intent is an important feature for satisfaction prediction
include: (i) e-commerce, where, for example, (Su et al., 2018) uncover di�erent
intents, find that di�erent intents lead to di�erent interaction behavior, and try to
predict satisfaction from interaction signals, while Hendriksen et al. (2020) show
that purchase intent prediction for identified (as opposed to anonymous) users
can dramatically reduce friction; (ii) movie recommendation, where, for example,
Chen et al. (2020) capture multiple intents from a (single) user’s sequential
behavior to guide the recommender to provide results that are diversified based on
the intents discovered; (iii) news search and recommendation, where, for example,
Lefortier et al. (2014a) discover that intents may shift dramatically based on
real-world events and that user satisfaction may be hurt if the recommender
does not shift with the shifting intents; (iv) search in video streaming platforms,
where, for example, Lamkhede and Das (2019) show that search intents are
markedly di�erent from search intents behind web search queries and that
new challenges arise from the unavailability of an item that a user is keen
to watch; (v) point-of-interest recommendation on maps, where, for example,
Omidvar-Tehrani et al. (2020) mine implicit intents by iteratively identifying
groups of like-minded users and thereby increase user satisfaction; (vi) car GPS
trajectories, where, for example, Snoswell et al. (2021) use reinforcement learning
to discover unobserved behavior intents; and, finally, (vii) advertiser satisfaction
prediction, where, for example, Guo et al. (2020) jointly model advertiser-side
intent and advertiser satisfaction with attention mechanisms and recurrent neural
networks. Other key aspects for which intent is an important predictor for user
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satisfaction include search result page organization (Lefortier et al., 2014b) and
ranking adjustments for di�erent (inferred) needs for result diversity (Chuklin
et al., 2013).

Identifying intents in search and recommendation can be a mix of supervised
and unsupervised tasks that can involve users directly via interviews (Mehrotra
et al., 2019) or research teams internally. In task-oriented dialogue systems,
the task of intent is usually addressed as a supervised learning problem (Pei
et al., 2021). Finally, Lin et al. (2020) discover new intents based on a catalog
of pre-existing human-identified intents.

In the domain of entertainment, a seminal study at Pinterest found that
not only intent was related to satisfaction, but that – using a simple logistic
regression classifier – intent can be predicted quickly during a session (Cheng
et al., 2017). On music streaming platforms, a study by Mehrotra et al. (2019)
linked satisfaction with intent via a user survey and behavioral data on a music
platform. This study is the most detailed one we found on the topic of intent-
satisfaction modeling. This study’s individual intents and behavioral data signals
(such as To play music in the background or songsPlayed, respectively) raised
questions about possible video domain counterparts.

To the best of our knowledge, there is no open dataset for intent-satisfaction
modeling and no study of the e�ect of intent on satisfaction has been published
yet for the video streaming domain. In this work we consider both implicit
and explicit feedback to replicate and generalize (Mehrotra et al., 2019) from
music to video streaming. We generalize to the video domain by proposing
video-specific intents and a detailed implementation of the survey design. We
replicate models with binarized satisfaction levels as outputs, behavioral data
and optionally intent as input, thus testing whether intent can help to better
predict satisfaction levels. We use (hierarchical) logistic regression as in the
original study and further look at random forest models to optimize for accuracy
and Bayesian models for interpretability.

4.3 Replication Setup for Video Streaming
Our aim is to verify if on a video streaming platform – like in the music
streaming domain – behavioral data coupled with intent predicts satisfaction
more accurately than behavioral data alone. To this end, we replicate the
methodology of (Mehrotra et al., 2019) and adapt it to video streaming. We
compare and contrast two specific music and video streaming settings, before
explaining our replication design choices. We then describe our available data,
acquired via in-app survey and behavioral data on the platform. Finally, we
describe our satisfaction prediction model, with or without intent as input.

4.3.1 From music streaming to video streaming
For our replicability study we contrast a specific music streaming platform, Spo-
tify, which provided the context for (Mehrotra et al., 2019), and a specific video
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Figure 4.2: Videoland homepage with its (personalized) strips.

streaming platform, Videoland. Spotify is one of the largest music streaming
platform with 180 million paid subscribers and over 70 million tracks. The most
salient di�erences with Videoland, a streaming platform in The Netherlands with
a little over 1 million users, are listed in Table 4.1. Videoland has a few thousand
titles (movies, series, TV programs) with a mix of in-house productions, rotating
external content, and live TV (RTL TV channels).

After a two weeks free trial, Videoland requires users to subscribe to one
of three tiers. Both Spotify and Videoland require users to log in to use their
platform on smart TVs, smartphones or computer browsers (and other devices for
Spotify such as smart speakers). This guarantees access to identifiable behavioral
data.

At Videoland, behavioral data varies greatly between device types (smart
TVs, smartphones or computer browsers). Like in the replicated paper (Mehrotra
et al., 2019), we focus on a single device type so as to reduce noise. TV is our
most used device but is not suited for surveys, due to the laid-back context
and di�culty of typing with a remote. We chose our second-most-used device:
desktop browser (10% of Videoland sessions), instead of TV or smartphone (as in
(Mehrotra et al., 2019)). We conduct in-app surveys with Usabilla and retrieve
behavioral data via Google Analytics and BigQuery.

To manage both survey and behavioral data privacy, Videoland displays
consent banners, uses a consent management system, and user preferences to allow
individual user tracking limits, in accordance with GDPR regulations (European
Commission, 2016).

Like in (Mehrotra et al., 2019), the homepage is the focus of our analysis.
As detailed in (Semerci et al., 2019), at Spotify, each strip is either personalized
or editorial and the order of strips is purely personalized for each session, at the
time of the study replicated here. For Videoland, the homepage is where most
people land (71% of users, during the survey period) and it is where the platform
puts most e�ort on guiding the user to their desired content. It is populated
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with recommended (Gutierrez Granada and Odijk, 2021) and editorial content.
The homepage provides direct access to a search bar and a genre catalog at the
top, a “continue watching” slate, a few live TV slates, and a mix of editorial
and personalized slates (see Figure 4.2). The homepage layout (i.e., the strip
order) is changed daily by human editors, aided with slate popularity models
(corrected for position bias).

4.3.2 Survey and experimental design
Mehrotra et al. (2019) perform intent surveys in two stages: (i) intent identifica-
tion, and (ii) a large-scale in-app survey. The first stage is intended as a way to
discover intents of users. Mehrotra et al. (2019) held in-depth one-on-one inter-
views with twelve users on-site. To discover intents on Videoland, we collaborate
with our user experience specialists, who have conducted numerous in-app, email,
on-phone, and on-site interviews and surveys on topics surrounding intent. With
them, we identified eight intents in two groups, described in the next section. In
our in-app survey, we allow users to specify other intents that we might have
missed in an “others” field (see Section 4.5.1, for the results).

The second step, the in-app survey, is the core of (Mehrotra et al., 2019) and
of our replicability study. The major choice here is where and when to show the
survey to the user. While replicating the work on a di�erent platform, we need
to reconsider this choice below.

When opening the Spotify mobile app, the user does not always land on
the homepage. Thus, the reason for presence on the homepage must not be
deliberate. This forced Mehrotra et al. (2019) to add an intent “Homepage is
the first screen shown (i.e., default screen)”. On the Videoland web app, most
users land on the homepage (72% of users, during the survey period). Another
fraction lands on the page of a content item. At Spotify, users switch back and
forth between pages and tend to see the homepage in the middle of the session.
On Videoland, most users start with the homepage, select and watch content,
before closing the web app. This di�erence is strongly linked to the content type:
listening to music can result in a lengthy session with dozens of music plays,
whereas video streaming sessions tend to be dedicated to one movie or one series
(thus little interest in returning to the homepage in the middle of a session).

Mehrotra et al. (2019) show the in-app survey whenever a user comes back
to the homepage from another page. While it is desirable to survey users in
the middle of a session in order to measure their satisfaction, this particular
setup is not possible at Videoland. One possibility would have been to show the
survey in between series episodes, but this was quickly discarded as being highly
intrusive by our user experience researchers. We opt for the next best approach:
showing the survey after having been on the homepage for seven seconds (the
mean survival time of a user on the homepage, whether the user left the platform
or clicked on an item). We look at the impact of that choice in Section 4.7.

Our survey, and thus the study as a whole, was conducted between November
18, 2021 and January 20, 2022. For every user logging in, there was a 20%
chance of being surveyed. Each user is shown the survey at most once to avoid
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Table 4.2: Behavioral variables obtained from tra�c data.
Behavioral metric Description

Temporal
timeToFirstTrailer Seconds to the first trailer played
timeToFirstPlay Seconds to first content play
sessionLength Session length in seconds

Down-stream numTrailerPlays Number of trailers played
numPlays Number of full content played

Surface level

nStrips Number of strips seen
nSearches Number of content searches
nSeriesDescr Number of series description pages
nMoviesDescr Number of movies description pages
nAccounts Number of clicks on account icon
nProfileClicks Number of clicks on manage profile
nBookmarks Number of bookmarked items

pushing the survey several times to the same user (in line with (Mehrotra et al.,
2019)).

4.3.3 Data collection

Next, we show the variables gathered at the session-level from two sources,
namely interactions on the platform and an in-app survey.

Behavioral variables

Behavioral variables are obtained on the website at the session level (see Ta-
ble 4.2) and can be grouped into temporal, downstream, and surface level signals
(cf. (Mehrotra et al., 2019)). They refer to, respectively, time related events,
streaming related events, and user interface interaction events. Our behavioral
variables are similar to the replicated study, with the exception of derivative
signals (Mehrotra et al., 2019), which are absent from our study. They are ratio
combinations of other signals and therefore would exhibit high collinearity with
some other variables in a regression model.

Note that we measure sessionLength as the di�erence between last and first
user interaction. That last user interaction can be any surface level interac-
tion, but we do not receive a log when a user closes her Videoland browser
tab. Additionally, by default, Google Analytics creates a new session after 30
minutes of inactivity. The remainder of the implicit feedback signals are exact
measures. We complement the behavioral variables with survey data to reveal
user satisfaction and intent.
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Table 4.3: Possible intents to be selected by survey respondents.

Intent Description
Ex

pl
or

at
iv

e new I am looking for something new to watch
genre I am looking for a genre (e.g., action, comedy)
watchlist I want to look at my watchlist
addwatchlist I want to add something to my watchlist

D
ec

isi
ve

continuewatching I want to continue watching a series/film where I
left o�

livetv I want to watch live TV
catch-up I want to catch-up on an episode I missed
specifictitle I am looking for a specific title

In-app survey variables

During the in-app survey (after seven seconds spent on the homepage), we ask
two questions.5 Namely,

(1) “How happy are you with your experience on the homepage today?” with
satisfaction levels of 1 to 5 visualized using smiley faces ( ).
In (Mehrotra et al., 2019), this question was answered on a numeric
Likert scale from 1 to 5. We opted for emojis because our user experience
specialists reported better results due to the more intuitive cues. We then
ask

(2) “Why are you using the homepage today?” with eight multiple choice
answers (see Table 4.3).

We divide intents into two main groups: decisive and explorative. Decisive
users tend to arrive on the platform knowing what they want to watch. The
exploration-seeking group indicates the opposite: the user is expecting the
platform to help them decide what to watch. Mehrotra et al. (2019) allow users
to choose only one intent. By letting the user choose one or more intents, we
show that a user can have a mixture of intents for the same session (see Section
4.5.1). Additionally, we add an “others” field, to let users answer with their own
words (as in (Mehrotra et al., 2019)). Mehrotra et al. (2019) analyzed the others
field with a Bayesian non-parametric model (dd-CRP), in order to extract salient
intents from free text. In the results section we report on the lack of signal in
that data in our replicability study. We therefore did not algorithmically extract
intents from the “others” field.

5See screenshots in Appendix C.2.
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4.4 Replication of Satisfaction Models
In this section we describe our replications of the original satisfaction models
with and without intent (Mehrotra et al., 2019), before describing our own
models and the training setup.

4.4.1 A satisfaction model
Our satisfaction models are exactly aligned with (Mehrotra et al., 2019). We start
with the simplest possible satisfaction model and iteratively add complexity.
Each session on Videoland is linked to its corresponding survey data and a
satisfaction level y œ {1, 2, 3, 4, 5}, in increasing order of satisfaction. Following
(Mehrotra et al., 2019), we construct binarized satisfaction level vectors over all
surveyed sessions:

yoverall = 1ŷØ4, ysatisfied = 1ŷ=5, ydissatisfied = 1ŷ=1, (4.1)

with 1(·) an indicator function, allowing for the use of binary satisfaction
prediction models and to focus on di�erent user groups.

A logistic regression model [w/o intent].6 The most straightforward
regression model can estimate satisfaction levels y via a logit link:

logit(y) = ln

3
y

1 ≠ y

4
= —0 +

ÿ

j

—jbj , (4.2)

with —0 the intercept, {b1; . . . ; bj ; . . . ; bJ} the behavioral variables and
{—1; . . . ; —j ; . . . ; —J} their respective estimates.

Adding intent [w intent]. The model that we have just described does not
include context: a user might be interested in adding elements to their watchlist
for a later viewing session, but does not have time to watch content. In that
case, a low number of minutes seen and a low number of video plays need not
be bad indicators. As a next iteration, context and thus intents can be added as
parameters,

logit(y) = —0 +
ÿ

j

—jbj +
ÿ

k

”kdk, (4.3)

with {d1; . . . ; dk; . . . ; dK} intents and {”1; . . . ; ”k; . . . ; ”K} their respective esti-
mates.

One regression per intent [catch-up, . . . ]. Alternatively, one could
consider fitting one model per intent d, reverting back to Eq. 4.2:

logit(yd) = —
d
0

+
ÿ

j

—
d
j bd

j . (4.4)

This formulation is insightful to assess satisfaction levels of di�erent session
groups but ignores possible interaction e�ects between intents. It is also prob-
lematic in our small sample setting: some intents are only represented by a few

6In square brackets we include the labels that we use to refer to these models in Table 4.4.
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hundred datapoints. This formulation does not measure the relative e�ect of a
certain intent over another.

A global intent model [multiLevel]. We revert back to a single frequentist
multilevel model (Krull and MacKinnon, 2001), that measures the e�ect of each
intent as a group level e�ect, with a random intercept ”k:

logit(y) = ”k +
ÿ

j

—jbj

”k ≥ N
!
µ”, ‡

2

”

"
.

(4.5)

This time, we clearly model a hierarchical structure in the data and can assess
group-level (intent-level) marginal satisfaction e�ects.7

4.4.2 Further satisfaction models
To achieve higher accuracy, we use XGBoost, a common implementation of
gradient boosting decision trees (Chen and Guestrin, 2016), with a logistic
regression objective. XGBoost is a strong performer on tabular data, even when
compared against recent transformer models adapted to tabular data (Gorishniy
et al., 2021; Borisov et al., 2021).

For increased model interpretability, we opt for Bayesian satisfaction models
with the same specifications as the frequentist versions above:

logit(yd) = —
d
0

+
ÿ

j

—
d
j bd

j

—
d
j ≥ N

!
µj , ‡

2

j

"
.

(4.6)

They allow for the estimation of entire marginal posterior distributions and thus
more granular interpretability. We keep to a simple Bayesian logistic regression
per intent with with population-level e�ects only; the focus is on explanation,
rather than building a holistic prediction model. We leave more sophisticated
models (e.g. varying slope and / or intercept, temporal, neural models) for
future work on predicting intent online or o�ine (see Section 4.7 on future work).

4.4.3 Training, evaluation and hyperparameter tuning
We recall the available data: behavioral data, user metadata, and survey data
(intent and satisfaction level). The original study (Mehrotra et al., 2019) does
not compute uncertainty intervals and we did not have access to their training
regime, we thus opted for our own. The data is split into training and test
sets in k = 5 folds, in order to provide out-of-sample estimates (Vehtari et al.,
2016) and confidence intervals. The intent-specific models are trained on subsets
of the data that contain each specific intent and, thus, each has its specific

7Given that this is a general linear mixed model, we have to approximate log-likelihood.
We use the reliable adaptive Gauss-Hermite algorithm that takes the form of a Laplace
approximation (Ju et al., 2020), by setting the integer scalar parameter to 1 (Bates et al.,
2015).
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5-fold split. For XGBoost we split each training set into a training and a valida-
tion set (with an 80/20% ratio) to tune the hyperparameters: mphmax_depth
[3; 10], min_child_weight [1; 10], subsample [0.5; 1], and colsample_bytree [0.5; 1]
(see documentation (Chen et al., 2021)). Regarding the Bayesian models, we
checked for chain convergence in two ways: (i) visually with chain plots, and
(ii) quantitatively with Rhat.8 We assessed relative goodness-of-fit with leave-
one-out cross-validation estimation with Pareto Smoothed Importance Sampling
(PSIS) (Vehtari et al., 2015). We evaluate on the same metrics as in (Mehrotra
et al., 2019): accuracy, precision, recall, and F1 score. To calculate these confu-
sion matrix related metrics, predictions in the [0; 1] range have to be binarized
at a certain threshold. Given the imbalance in the data (see Figure 4.3), we
refrain from using a heuristic 0.5 threshold, and instead use a threshold-moving
technique at inference time, based on the F1 score, to balance precision and
recall for each model and at each Likert-Scale binarization (Overall, Satisfied
and Unsatisfied) Fernández, 2018, p. 53–55. This is an inference-time task and
we distinguish it from hyperparameter tuning to be done on validation sets.

4.5 Data Analysis Replication
In this section we replicate the data analysis and visualizations from (Mehrotra
et al., 2019) and assess whether the original conclusions generalize from the
music to the video domain. We produce three plots in line with (Mehrotra et al.,
2019), two of which are focused on survey results. The last plot mixes behavioral
and survey data. For comparison purposes, the visualizations are kept similar
to the original study.

4.5.1 Survey results
The response rate was 3%, with a survey rate of 20% from logged-in users after
7 seconds on the home page, we ended up with about 3, 350 sessions. 21% of
these users responded to the first (satisfaction) but not to the second (intent)
question and are thus not modelled in Section 4.6, leaving a total of 2, 632 survey
responses in our datasets. The most selected intents were continuewatching (see
Table 4.3). On average, users have 2.18 intents per session. Only 3.6% users
added a remark in the “other” section. We thus decided to read them all. They
were for a minor part bug reports, enunciating an existing intent in the list, some
grateful or ungrateful comments, or asking for content to appear on Videoland.
Given the lack of signal on intent in the “others” section, we decided to leave it
out of this study.

Figure 4.3 displays the satisfaction levels across all sessions and reveals that
most users who answered the survey are satisfied with the platform. This is
in line with the setup in (Mehrotra et al., 2019), which let users rate their
satisfaction with numbers from 1 to 5 instead of emojis in our case. Also note
that quite satisfied users (y Ø 4) are overrepresented compared to their less

8Code and analysis available at https://github.com/rtlnl/streaming-intent-model.
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satisfied neighbors (y < 4). This might be a sign of MNAR in our dataset (see
Section 4.7 for a discussion on the topic).

0
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1 2 3 4 5
satisfaction
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t

Figure 4.3: Our imbalanced dataset: distribution of Likert-scale satisfaction
levels for all surveyed users and across intents.

Next, we look at relationships between satisfaction level and intent (Fig-
ure 4.4). We draw a violin plot as in (Mehrotra et al., 2019). From left to
right, we notice that decisive users looking for live TV or a specific title have
the most spread out satisfaction distribution; users who add content to their
watchlists have the lowest representation of satisfaction levels 1 and 2; users who
are looking for inspiration via new genres or new titles are the least satisfied (i.e.,
they have the highest concentration of levels 1, 2 and 3). Following our earlier
discussions of rising fragmentation and piracy in the video streaming domain,
it might be necessary to look closely at these unsatisfied decisive users and in
particular those looking for a specific title, for which piracy or an alternative
platform is the most natural substitute. In the following section we further
investigate these intents in relation with the interaction data.

4.5.2 Correlation between survey and behavioral data
We recontextualize the raw behavioral data with users’ revealed intents. The
Pearson correlation plot in Figure 4.5a confirms a few intuitions. Users who
intend to continue watching an episode interact the least with the platform, but
it does not prevent them from watching a lot of content for long periods of time.

Decisive Explorative
catch-up continuewatching livetv specifictitle addwatchlist genre new watchlist

1

2

3

4

5

sa
tis
fa
ct
io
n

Figure 4.4: Satisfaction levels per intent and by intent group (dot indicates the
mean).
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Users who are looking for something new to watch interact with a number of
features on the platform and watch a lot of trailers. They do not tend to find
more content to watch than other users (as indicated by the lack of correlation
with numPlays and sessionLength). For comparison, in music streaming, at
Spotify, users even tend to play fewer songs for less time (negative correlations)
when they desire “to discover new music to listen to now” (see Figure 4.5b).

We note one salient di�erence with the original interaction plot at Spotify:
users whose intent is “to explore artists or albums more deeply” comparatively
play songs for a longer time and do not have a particularly high number of
interactions with the user interface. In other words, in the music domain, users
explore by playing. In the video domain, users explore by interacting with the
platform. The main reason is probably that a song listener can a�ord to listen
and try out full 10–15 songs while a user watches a single movie or series episode.

Taking a step back, these disparities highlight the di�erences between the
blind exploration phase in the music domain (limited interaction) and the more
tedious, active exploration phase in the video domain. Thus, it seems that the
video medium itself calls for exploratory user hand-holding. We emphasize the
need to provide a thoroughly thought out and personalized user experience to a
video streamer looking for inspiration, otherwise the video platform risks loosing
the customer to piracy or a competing video streaming platform.

4.5.3 Upshot: Music versus video streaming

In replicating (Mehrotra et al., 2019), we collected data in a completely di�erent
streaming platform and we adapted the survey design to our context and needs
(the main di�erences are recorded in Table 4.1). We found Mehrotra et al.
(2019)’s data analysis to be replicable in several aspects. We observe the
same imbalance in satisfaction levels, with levels 4 and 5 overly represented.
Satisfaction by intent is less comparable, since we formulated video streaming
intents. Unlike in (Mehrotra et al., 2019), we find that two intents clearly have
a higher amount of dissatisfied users, namely the decisive users looking to watch
livetv or a specifictitle. Overall, Figure 4.4 and 4.5a confirm the learnings from
(Mehrotra et al., 2019), namely that users’ satisfaction level and behavior are
di�erent depending on their intent.

Like in the original study, our conclusions might be influenced by response
bias. For example, we typically observe little use of the bookmarking system
on the platform. But our survey-behavioral dataset showed an unusually high
number of users adding elements to their watchlist. We assume that users who
use the watchlist are more likely to respond to the survey or maybe even that
some users discovered the existence of the watchlist button after seeing it as an
intent option in the survey: the average of 0.03 bookmarks per session for all
sessions during the survey period jumps to 0.09 for our surveyed cohort who
made it to the second question and saw the bookmarking intents.
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Table 4.4: Replication of (Mehrotra et al., 2019) with added mean and standard
deviation over 5-fold cross-validation for the three binarizations of the y œ
{1, 2, 3, 4, 5} satisfaction score (outcome variable) and four metrics (accuracy,
precision, recall, F1 score).

Accuracy Precision Recall F1
Method Overall (1ŷØ4)
w/o intent 0.81 ± 0.03 0.81 ± 0.03 1.00 ± 0.00 0.89 ± 0.02
w intent 0.81 ± 0.03 0.81 ± 0.03 1.00 ± 0.00 0.89 ± 0.02
multiLevel 0.81 ± 0.03 0.81 ± 0.03 1.00 ± 0.00 0.89 ± 0.02
XGB w/o intent 0.83 ± 0.03 0.83 ± 0.03 0.99 ± 0.01 0.90 ± 0.02
XGB w intent 0.82 ± 0.02 0.83 ± 0.02 0.98 ± 0.01 0.90 ± 0.01
catch-up 0.82 ± 0.04 0.82 ± 0.04 1.00 ± 0.01 0.90 ± 0.03
continuewatching 0.81 ± 0.03 0.81 ± 0.03 1.00 ± 0.01 0.89 ± 0.02
livetv 0.79 ± 0.16 0.80 ± 0.14 0.97 ± 0.08 0.87 ± 0.10
specifictitle 0.87 ± 0.22 0.87 ± 0.22 1.00 ± 0.00 0.91 ± 0.14
addwatchlist 0.95 ± 0.16 1.00 ± 0.00 0.95 ± 0.16 0.97 ± 0.11
genre 0.83 ± 0.32 0.83 ± 0.32 0.90 ± 0.32 0.86 ± 0.31
new 0.74 ± 0.07 0.74 ± 0.07 1.00 ± 0.00 0.85 ± 0.05
watchlist 0.84 ± 0.08 0.84 ± 0.08 1.00 ± 0.01 0.91 ± 0.05

Satisfied (1ŷ=5)
w/o intent 0.46 ± 0.04 0.43 ± 0.04 0.95 ± 0.03 0.59 ± 0.04
w intent 0.47 ± 0.04 0.43 ± 0.04 0.94 ± 0.03 0.59 ± 0.04
multiLevel 0.45 ± 0.04 0.42 ± 0.04 0.96 ± 0.02 0.59 ± 0.04
XGB w/o intent 0.63 ± 0.04 0.53 ± 0.04 0.78 ± 0.07 0.63 ± 0.04
XGB w intent 0.57 ± 0.06 0.49 ± 0.05 0.83 ± 0.10 0.61 ± 0.06
catch-up 0.41 ± 0.07 0.40 ± 0.07 0.97 ± 0.04 0.56 ± 0.08
continuewatching 0.41 ± 0.04 0.40 ± 0.04 0.97 ± 0.02 0.56 ± 0.04
livetv 0.45 ± 0.17 0.44 ± 0.18 0.94 ± 0.12 0.58 ± 0.18
specifictitle 0.60 ± 0.22 0.60 ± 0.22 1.00 ± 0.00 0.73 ± 0.16
addwatchlist 0.55 ± 0.50 0.55 ± 0.50 0.60 ± 0.52 0.57 ± 0.50
genre 0.42 ± 0.29 0.38 ± 0.31 0.70 ± 0.48 0.48 ± 0.36
new 0.41 ± 0.04 0.37 ± 0.05 0.96 ± 0.04 0.53 ± 0.05
watchlist 0.42 ± 0.09 0.40 ± 0.10 0.94 ± 0.06 0.56 ± 0.11

Unsatisfied (1ŷ=1)
w/o intent 0.87 ± 0.02 0.16 ± 0.08 0.26 ± 0.13 0.19 ± 0.10
w intent 0.92 ± 0.03 0.28 ± 0.17 0.20 ± 0.15 0.21 ± 0.12
multiLevel 0.87 ± 0.02 0.16 ± 0.08 0.26 ± 0.13 0.19 ± 0.10
XGB w/o intent 0.86 ± 0.03 0.23 ± 0.13 0.38 ± 0.19 0.28 ± 0.15
XGB w intent 0.91 ± 0.03 0.31 ± 0.15 0.40 ± 0.23 0.33 ± 0.16
catch-up 0.83 ± 0.05 0.10 ± 0.11 0.24 ± 0.25 0.13 ± 0.12
continuewatching 0.92 ± 0.03 0.42 ± 0.31 0.19 ± 0.15 0.26 ± 0.20
livetv 0.23 ± 0.11 0.11 ± 0.12 0.50 ± 0.53 0.18 ± 0.20
specifictitle 0.22 ± 0.33 0.03 ± 0.11 0.10 ± 0.32 0.05 ± 0.16
addwatchlist 0.70 ± 0.35 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
genre 0.33 ± 0.38 0.15 ± 0.34 0.20 ± 0.42 0.17 ± 0.36
new 0.86 ± 0.07 0.14 ± 0.16 0.28 ± 0.32 0.17 ± 0.17
watchlist 0.75 ± 0.07 0.06 ± 0.05 0.32 ± 0.33 0.10 ± 0.09
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(a) On our video streaming platform.
Red and blue indicate positive and neg-
ative correlation, respectively.

measurements between texts, and let f be a decay function. The
distance dependent CRP independently draws the text assignments
to intent cluster conditioned on the distance measurements,

p (zi = j |D,� ) �
�����
f (di j ) if j � i
� if j = i

Here, di j is an externally speci�ed distance between texts i and j,
and� determines the probability that a customer links to themselves
rather than another customer. The monotonically decreasing decay
function f (d ) mediates how the distance between two texts a�ects
their probability of connecting to each other. Cosine similarity
between the word2vec embedding representation of two input text
describe the distance function (di j ).

Given a decay function f , distances between texts D, scaling
parameter � , and an exchangeable Dirichlet distribution with pa-
rameter �, N M-word queries are drawn as follows,

(1) For i � [1,N ], draw zi � dist �CRP (� , f ,D).
(2) For i � [1,N ],

(a) If zi � R�q1:N , set the parameter for the ith text to �i = �qi .
Otherwise draw the parameter from the base distribution,
�i � Dirichlet (�).

(b) Draw the ith terms, wi � Mult (M,�i ).
We employ a Gibbs sampler, wherein we iteratively draw from

the conditional distribution of each latent variable, given the other
latent variables and observations. The Gibbs sampler iteratively
draws from

p (znew
i |z�i ,x ) � p (znew

i |D,� )

p (x |t (z�i � znew
i ),G0)

(1)

The �rst term is the dd-CRP prior and the second is the likelihood
of observations (x ) under the partition, and t (z) is the intent-cluster
formed from the assignments z. We employ a Dirichlet-Multinomial
conjugate distribution to model the likelihood of text terms.

Input texts from users are assigned to intent clusters by con-
sidering sets of texts that are reachable from each other through
the intent cluster assignments. Notice that many con�gurations of
text assignments might lead to the same intent-cluster assignment.
Finally, text assignments can produce a cycle, e.g., text 1 linking
with 2 and text 2 linking with 1. This still determines a valid intent-
cluster assignment; all texts linked in a cycle are assigned to the
same intent cluster.

Upon running the dd-CRP model on the 15% response with user
entered text, we obtained 5 di�erent clusters of user responses. We
manually investigated these clusters and identi�ed the following
intents: (i) To Find X, where X could be any speci�c playlist a user
was trying to �nd; (ii) To explore or casually browse; (iii) All of the
above, wherein the users wanted to select all options presented to
them, (iv) I wasn’t on Home tab, and (v) Miscellaneous.

Among these �ve newly identi�ed intents, I wasn’t on Home tab
indicates that the users did not participate in a Homepage session, so
we discarded these sessions. Further, Miscellaneous cluster mainly
consisted of incoherent text entered by users, thereby rendering it
futile. Similarly, we discard sessions tagged with All of the above
cluster, since it does not present us with new intent and only had
few sessions. Finally, the casually browsing intent was a very small
cluster. In summary, we identi�ed one additional intent: To Find
X to be added to the pool of the seven intents identi�ed earlier.

Table 3: Final list of user intents identi�ed when interacting
with the slated recommended by the Homepage of a music
streaming app. Although Intent 1 is not an actual intent, we
still refer to it as Intent for ease of writing.

Intent De�nition

Intent 1 Homepage is the �rst screen shown (i.e. default screen)
Intent 2 To quickly access my playlists or saved music
Intent 3 To discover new music to listen to now
Intent 4 To play music that matches my mood or activity
Intent 5 To Find X
Intent 6 To �nd music to play in the background
Intent 7 To save new music or follow new playlists to listen to later
Intent 8 To explore artists or albums more deeply.

Figure 3: Heatmap of interaction signals across the di�erent user
intents. Signals are prevalent to varying extents in di�erent intents,
thus highlighting varying user interactions across di�erent intents.

Users often use the Homepage to �nd something they’re looking
for, which could be any speci�c playlist or any speci�c shelf. The
extracted additional intent caters to such search-like use-cases.

Although the rigorous process of non-parametric clustering ap-
plied to user entered responses only gives us one new intent, it
rea�rms the exhaustiveness and coverage of the six intents identi-
�ed before.

4.4 Analysis of User Interactions & Intents
Based on the interviews, in-app survey and non-parametric cluster-
ing of textual user responses, we end up with eight user intents, as
described in Table 3. The diversity of these intents highlights the
variety in what users intend to achieve when using the Homepage
of the music app.

We hypothesize that the way users interact with the recom-
mended slates of playlists would di�er across these intents. Figure 3
presents a heatmap of a subset of interaction signals (see Table
1) with the di�erent intents. We observe that the prominence of
interaction signals signi�cantly di�ers across intents, with cer-
tain signals like interaction time on the Homepage signi�cantly
lower for intent 2 (to quickly access music). These di�erences in
interaction signals highlight the fact that users indeed behave dif-
ferently when having di�erent intents. Since implicit measures
of satisfaction highly depend on interaction signals, this places

1261

(b) On a music streaming platform
(table and visualization taken from
(Mehrotra et al., 2019)).

Figure 4.5: Pearson Correlation (◊10) plots between intents (x-axis) and behav-
ioral data (y-axis).

4.6 Model Replication
We replicate multiple frequentist logistic regression satisfaction models: without
intents, with intents, per intent, and with an intent as a hierarchical level,
all as in (Mehrotra et al., 2019). Going beyond (Mehrotra et al., 2019), we
additionally report on XGBoost predictions with and without intents; we then
fit one Bayesian logistic regression per intent and report on marginal posterior
distributions for each behavioral metric.

4.6.1 Satisfaction prediction results
Table 4.4 displays the prediction results with standard deviations using 5-fold
test sets. The binarization of intent plays a predominant role in the results
(Overall, Satisfied, Unsatisfied). For the Overall and Satisfied binarizations, the
e�ect of adding intent to the model is not clear: w/o intent versus either w
intent or its random-e�ects counterpart multiLevel. The per-intent models do
not deliver satisfying results over the global model. We also find that, contrary
to expectations, XGBoost does not always perform best; we believe that this
is due to the linearity in the data, which is accurately modeled by logistic
regression. Turning to classifiying Unsatisfied users, di�erences between results
are more stark, especially for Accuracy (non-overlapping standard deviations).
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This implies that dissatisfied users are the ones who deliver the most signals to
researchers. Hence, we focus on dissatisfied users. Notably, continuewatching
(when a user decisively continues watching a show she started) is the best
performing per-intent model. That is, continuewatching users that are dissatisfied
have very recognizable behavior. Finally, for predicting dissatisfied users, adding
intents to either the plain logistic model (w/o intent) or the XGBoost model
(XGB w/o intent) leads to performance increases. This confirms the important
role of intent in user satisfaction across the music and video domains at least for
dissatisfied users.

In the following, we analyze intent specific models in more detail, via their
Bayesian counterparts.

4.6.2 Bayesian marginal posteriors
Figure 4.6 examines the role of implicit feedback in satisfaction prediction, with
intent factored out (given one model per intent). This figure displays marginal
posterior distributions of each behavioral metric, given each of eight intent
models. Note, for example, that one unit increase in the nStrips coe�cient
corresponds to a one unit increase in log odds ratios for satisfaction. We kept
the three variables with the highest absolute median posterior draws9 (similarly
to the frequentist variable importance analysis in (Mehrotra et al., 2019)).

Given the small-data context (around 3, 000 observations), we refrain from
interpreting exact odds ratios. Instead, we focus on marginal posterior distribu-
tions whose IQR does not overlap with the zero e�ect line. Overall for decisive
intents, the more a user dwells on di�erent pages and interacts with them instead
of playing full videos or trailers, the more their satisfaction is hurt: notably
nSearches, nProfileClicks, and nBookmarks have negative coe�cients in three
out of four decisive intents (see the top row of Figure 4.6). The conclusions
are more mixed for explorative users. We see that users who were looking for
inspiration via genre pages are rather dissatisfied if they have to do searches
instead, but are happy to spend time looking at series descriptions.

9We withdrew divergent draws (Rhat > 1.05) and confirmed they did not prevent other
estimates to converge with chain plots. Distributional outliers shown in the descriptive statistics
plots (https://github.com/rtlnl/streaming-intent-model).
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4.7. Conclusions

4.6.3 Upshot: Music versus video streaming
We fully re-implemented the predictive models used in (Mehrotra et al., 2019).
We complemented the original study in three ways: (i) We dealt with imbalanced
data by tuning inference-time thresholds (Fernández, 2018) instead of oversam-
pling the dataset once with SMOTE (Chawla et al., 2002), thus refraining from
duplicating datapoints. (ii) We computed uncertainty intervals by computing
out-of-sample estimates on a rotation of five-fold di�erent test sets (Vehtari
et al., 2016). (iii) We ran XGBoost and Bayesian models, for prediction accuracy
and interpretability.

The conservative measures (i) and (ii), together with a smaller dataset could
be what lead to less noticeable di�erences across models than in the original
study. It is also possible that our study expresses a reality, namely that in the
video setting only dissatisfied users see their satisfaction vary with their intent.
This speaks to the intuition that users responding with a 1/5 on the satisfaction
scale are the ones sending the strongest signal. This motivates future research
with a focus on dissatisfied users.

Overall, we could replicate the main finding of (Mehrotra et al., 2019), namely
that at least for unsatisfied users intent seems to impact satisfaction levels.

4.7 Conclusions
We have replicated and generalized Mehrotra et al. (2019)’s work on intent-based
satisfaction modeling, from music to video streaming. We have replicated the full
experimental setup, from data collection – behavioral data and enrichment with
an in-app survey – to computations. We provide our code for data preprocessing,
visualization of the interactions between intents, satisfaction and behavioral data
in line with the visualizations in (Mehrotra et al., 2019). Finally, we extended
the modeling section with XGBoost models as standard tabular data benchmarks
and per intent Bayesian models for interpretability.

4.7.1 Findings
Table 4.5 summarizes our findings in comparison to the replicated study (Mehro-
tra et al., 2019). We have found that in video streaming, as in music streaming,
intent influences satisfaction levels together with behavioral data, although to
a lesser degree than the original replicated study (Mehrotra et al., 2019). The
video context also allowed us to draw new conclusions: (i) Unsatisfied users
are more prone to reveal their intent via their behavior on the website (see
Table 4.4). (ii) By introducing a di�erentiation between explorative and decisive
intents, we highlight the tendency of video streamers to use the user interface
for inspiration (Figure 4.5a and 4.6), whereas music streamers listen “blindly,”
without much interaction on the interface (Figure 4.5b), thus highlighting the
higher relevance of behavioral data in the video context. (iii) Decisive users
are not so keen on using the platform’s personalized features and thus deserve
special attention in the user experience design.
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4.7.2 Broader impact
More broadly, this study reveals that it is possible to replicate a survey across
di�erent domains, device types and with smaller sample sizes. We hope this real-
world small-sample replicable scenario further encourages human-scale studies
in general and in the academic domain, where respondent recruitment is also
prone to response bias. With regards to intents, two studies (this chapter and its
replicated counterpart (Mehrotra et al., 2019)) now show that it is not enough
to look at behavioral data alone to measure user satisfaction. Surveying and
later predicting intents on each streaming platform help to better guide users to
their goal or give users new perspectives.

4.7.3 Limitations
Our small-sample study also comes with its limitations. We surveyed respondents
after seven seconds on the homepage. This means that there is a chance that the
survey has influenced certain behaviors. Regarding response bias and MNAR,
ideally we would have used the data on users who were shown the survey but
did not answer. For future research we propose to track that data.

4.7.4 Further models
We focused on predictability (XGBoost) and interpretability (Bayesian intent
model). For predictability, there is little evidence that improvement is possible
with more sophisticated models, given the performance of XGBoost in the tabular
data domain even in recent years (Gorishniy et al., 2021; Borisov et al., 2021).
If we were to add a time aspect, such as sessions of the same user across time
(i.e., longitudinal tabular data); we would consider a transformer neural network
architecture (Lin and Luo, 2022). For interpretability, we could consider fitting
a single Bayesian model with all intents and variables, given a bigger sample. If
intents are modeled as latent hierarchical e�ects, the model can be useful for
daily user data, where intent is not available (because no survey was shown).
We could thus extend the model to all user data and predict satisfaction given
behavioral data and unobserved intent.

4.7.5 Looking ahead
As to future work, we hope that this study and the materials that we share
encourage researchers working in other domains to investigate, share insights
on user intent and eventually try to predict them, given user behavior. We
compared the setting of short songs versus long videos and revealed disparities
related to the medium itself. This leaves open the e�ect of intent on platforms
focused on longer audio content such as podcasts, short video content like TikTok,
or emerging live streaming platforms like Twitch. Understanding intents and

10This is probably due to the sampling methodology. In (Mehrotra et al., 2019), the
unsatisfied minority class is oversampled; while in the current study, the data is modelled as is.
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their groupings (decisive, explorative, and maybe others) on di�erent platforms
could allow for experiences tailored to unobservable time-varying user needs as
opposed to relying more on direct user feedback (clicks, scrolls, etc.). Finally,
as we pointed out in our discussion of related work, a lot of previous work
has highlighted explorative users; decisive users are somewhat neglected in the
literature. Our study highlights the need for further research into algorithmically
balancing the interests of decisive and explorative users.

4.8 Upshots for the Personalization Flow
In this third stage of the personalization flow, we observe users as opposed to
nudging them. Our conclusions are more mitigated than in the reproduced
study (Mehrotra et al., 2019) regarding the connection between intent, behavior
and satisfaction data. To answer our research question: while we are not able
to reliably predict satisfaction, we are able to assess that intent influences
satisfaction greatly on our video streaming platform.

Answering our research question is only possible if a platform can perform
user surveys over a long period of time, collect behavioral data and connect
survey and behavioral data at user-level. This step is inherent to each platform’s
internal organization and is an essential stepping stone. Once an organization
realizes that data collection process, we hope that we can at least facilitate the
rest of the process, by providing simulated data, code, experimental and survey
design. Further research in this area is needed to allow us to port this study to
other domains like live streaming or podcasting.

In the next chapter of this thesis and the last step of our flow, we take a step
back. This time, we use behavioral data to assess how diverse recommendations
are, and how this fits to the platforms norms and values.

Reproducibility
To facilitate the reproducibility of the work in this chapter, our code and survey
is available at https://github.com/rtlnl/streaming-intent-model and in
Appendix C.

C Appendices

C.1 Implementation resources
To support replicability of our work, in the video or music streaming domain
and beyond, we share11 the following resources: (i) code for behavioral data
retrieval (BigQuery); (ii) code for satisfaction modeling; and (iii) a detailed
implementation of the in-app survey design. We cannot share individual user
data, for GDPR compliance. However, to enable others to run our code, we

11
https://github.com/rtlnl/streaming-intent-model
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4. Intent, Behavior and Satisfaction

(a) Survey pop-up 1 on the bottom-right of
the Videoland homepage, after 7 seconds.

(b) Survey pop-up 2 on the bottom-right of
the Videoland homepage, after 7 seconds.

Figure 4.7: Pop-up 2 shows after “next” is clicked on pop-up 1. For a translation,
see Section 4.3.3.

include simulated behavioral and survey data in the repository, replicating the
distributions in our dataset.

Our repository contains the libraries we use, the data preparation steps,
visualization code for the plots in this chapter and some additional distribution
plots. Finally, the repository contains the modeling code to reproduce our
cross-testing across di�erent test sets and chain plots of marginal posterior
distributions, to check for collinearity between sampling of di�erent chains and
variables.

C.2 Survey form
Figure 4.7 shows the survey pop-ups in the original language. See Section 4.3.3
for translations.
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Table 4.5: Overview of conclusions from (Mehrotra et al., 2019) compared to the
current work. A checkmark indicates that the conclusion holds in the replicability
study

(Mehrotra et al., 2019) Our work

8 key user intents for music 8 di�erent intents for video
No particular grouping Grouped in decisive and explorative

Imbalance in satisfaction levels X
For unsatisfied users intent impacts
satisfaction

X

2 intents with more dissatisfied users X
Intent influences satisfaction levels X(albeit to a lesser extent)
Level of satisfaction is not linked to
amount of signal in behavioral data

Unsatisfied users are more prone to
reveal their intent via behavioral
data10

Intents important when predicting
user satisfaction

X

Di�erent interaction signals impor-
tant across intents

X

Shared learning across intents im-
proves satisfaction model

X(albeit to a lesser extent)

Users explore by playing Users explore by interacting with the
platform.

Blind exploration phase Active exploration phase
Call for using user-level idiosyn-
crasies

Calls for exploratory user hand-
holding

Listen “blindly,” without much in-
teraction

Tendency to use the user interface
for inspiration
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Chapter 5

Normative Diversity

Pushing content to the user, changing its appearance, and measuring the user
satisfaction are essential business concerns for a streaming platform. Now that
we have reached the last step of our personalization flow, we take a step back.
Given a platform’s norms and values, can the platform measure whether the
users’ behavior aligns with them?

personalized
recommendation

strip

personalized
thumbnail intent-satisfaction recommendation

diversity

Figure 5.1: The final step of the personalization flow.

While there is emerging discussion on what a platform’s norms and values can
be (Helberger, 2019; Vrijenhoek et al., 2023; Zhang et al., 2023b), monitoring
them quantitatively is less discussed. Instead of relating to normative concepts,
existing metrics are related to objective concepts, like how item embeddings
di�er across a list (Liang and Qian, 2021). Moving away from existing metrics
we ask,

RQ4: Can we formulate a divergence metric that measures the normative
diversity of recommendations?

We propose a mathematical formulation of a diversity metric that is based on
the Jensen-Shannon Divergence and that is rank-aware. We illustrate how this
metric fits into an existing normative diversity paradigm. We use the MIND
news dataset (Wu et al., 2020). Although it is a standard dataset, we found out
we could make a worthwhile preliminary contribution: first analyze the quality
of MIND and the distribution in news categories. We release code and a data
preprocessing pipeline to extract concepts like text complexity, the presence of
alternative voices, the polarity of the article etc. Altogether, this chapter forms
a pipeline of its own, one that is dedicated to responsible recommendations.

This chapter was published at the ACM Conference on Recommender Systems (RecSys
2022) under the title “RADio – Rank-Aware Divergence Metrics to Measure Normative Diversity
in News Recommendations” (Vrijenhoek et al., 2022), where it won a best paper runner up
award.
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5.1 Introduction
For centuries, the interplay between journalists and news editors has shaped
how news items are created and how they are shown to their readers (Wu
et al., 2019h). With the digitization of society, much has changed: while before,
people would typically limit themselves to reading one type of newspaper, they
now have a wealth of information available at the click of a button (Singer,
2014) – more than anyone could possibly be expected to read or make sense
of. News recommender systems can filter the enormous amount of information
available to just those news items that are in some way interesting or relevant
to their users (Möller et al., 2018; Bodo, 2019). The use of news recommender
systems is widespread, not just for personalized news recommendations, but
also to automatically populate the front page of a news website (Møller, 2022),
or present the reader of a particular news article with other articles about the
same topic, but from a di�erent perspective (Mulder et al., 2021). The use of
news recommender systems has a wide range of benefits. They can increase
engagement (Nic et al., 2018) and help raise informed citizens (Eskens et al., 2017).
A news recommender system may broaden the horizons of their users through
diverse recommendations, including items di�erent from what they are used to or
expect seeing. They could even foster tolerance and understanding (Ferrer-Conill
and Jr., 2018; Strömbäck, 2005), and counter so-called filter bubbles or echo
chambers (Pariser, 2011; Möller et al., 2018).

To realize the potential benefits of news recommender systems, much attention
has been given to generating recommendations that reflect the user’s interests
and preferences (Karimi et al., 2018). However, with news recommenders
taking over the role of human editors in news selection, they are becoming
gatekeepers in what news is shown to audiences and have thus a democratic role
to play in society (Lin and Lewis, 2022). As such, their evaluation has di�erent
requirements than those of other types of recommender systems (Beam, 2014;
Wallace, 2018; Welbers et al., 2018; Bastian et al., 2021). Recent controversies
have shown that merely optimizing for click-through rates and engagement may
promote sensationalist content (Tenenboim and Cohen, 2015), and is particularly
conducive to the spread of misinformation.1 This observation is not limited to
the academic literature – an increasing number of media organizations, both
public service and commercial, have acknowledged the di�culties in translating
their editorial norms into concrete metrics that can inform recommender system
design (Grün and Neufeld, 2021; Boididou et al., 2021). News recommender
systems exist in a complex space consisting of many di�erent areas and disciplines,
each with their own goals and challenges; think of balancing diversity and
accuracy (Parapar and Radlinski, 2021), financial incentives (Braun and Eklund,
2019), nudging (Mattis et al., 2021) or even identifying user preferences (Lu et al.,
2018; Bernheim et al., 2021) and biases (Wang and Chen, 2021). In this chapter,
we focus on the process of translating normative theory (i.e., what it means for a

1See, for example, the alleged role Facebook played in the storming of the Capitol: https:

//www.washingtonpost.com/technology/2021/10/22/jan-6-capitol-riot-facebook/.
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Figure 5.2: Comparing discrete diversity distributions in the context of news
recommendations. First, metadata is collected in the news dataset or retrieved
via our NLP pipeline (red). Discrete distributions of that metadata are then
compared via a rank-aware divergence metric (purple). Recommendation set Q

and the context articles P are compared with rank-aware f-Divergence.

recommendation to be diverse) into metrics that are usable and understandable
for both technical and editorial purposes. We build on the work of Helberger
(2019), who provides a theoretical foundation for conceptualizing diversity, and
of Vrijenhoek et al. (2021), who propose a new set of metrics (DART) that
reflect this theory. The DART metrics represent a first step towards a normative
interpretation of diversity in news recommendations. We identify a number of
improvements on these metrics: more consideration for the theory of metrics
and distance functions, generalization to other normative concepts, unification
under one framework, and rank-awareness. In this chapter, we focus on the
mathematical aspects of a rank-aware metric, versatile to di�erent normative
concepts. We refer to our framework as the Rank-Aware Divergence metrIcs to
measure nOrmative diversity (RADio).

Our contribution consists of a diversity metric that is (i) versatile to any
normative concept and expressed as the divergence between two (discrete)
distributions; (ii) rank-aware, taking into account the position of an item in
a recommendation set; and (iii) mathematically grounded in distributional
divergence statistics. We demonstrate the e�ectiveness of this formulation of the
metrics by defining a natural language processing (NLP) metadata enrichment
pipeline (e.g., sentiment analysis, named entity recognition) and running it
against the MIND dataset (Wu et al., 2020).

Figure 5.2 illustrates the operationalization. The pipeline and the code
produced for metadata enrichment and metric computation are available online.2
The goal of RADio is not to serve as thresholds or strict guidelines for ‘diverse
recommendations,’ but to provide developers of recommender systems with the

2
https://github.com/svrijenhoek/RADio
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5. Normative Diversity

tools to evaluate their systems on normative principles.

5.2 Related Work
We first highlight recent work on the formal mathematical work on diversity
in news recommendation, before citing related work on the normative aspect
of diversity. Finally we describe the gap that exists between descriptive and
normative diversity.3

5.2.1 Descriptive (general-purpose) diversity
Diversity is a central concept in information retrieval literature (Clarke et al.,
2008; Sakai and Zeng, 2019), albeit with a di�erent interpretation than the
normative diversity described in the previous section. During the development
of news recommender systems, there is currently a large focus on the predictive
power of an algorithm. However, this may unduly promote content similar to
what a user has interacted with before, and lock them in loops of ‘more of the
same.’ To tackle this, ‘diversity’ is introduced, which is typically defined as
the ‘opposite of similarity’ (Bradley and Smyth, 2001). Its goal is to prevent
users from being shown the same type of items in their recommendations list
and is often expressed as intra-list-diversity (ILD) (Bradley and Smyth, 2001;
Di Noia et al., 2014; Ekstrand et al., 2014; Jugovac et al., 2017; Du et al., 2021;
Vargas and Castells, 2011; Castells et al., 2015; Lu et al., 2020): mean pairwise
dissimilarity between recommended item lists. ILD requires the specification of a
distance function between lists, and thus leaves it up to interpretation as to what
it means for two lists to be distant. In theory, it could still be interpreted with a
metric that accounts for the presence of di�erent sources or viewpoints (Ekstrand
et al., 2018). However, in practice, diversity is most often implemented as a
descriptive distance metric such as cosine similarity between two bag-of-words
models or word embeddings (Lu et al., 2020; Kunaver and Pozrl, 2017).

Other popular ‘beyond-accuracy’ metrics related to diversity are novelty
(how di�erent is this item from what the user has seen in the past), serendipity
(is the user positively surprised by this item), and coverage (what percentage
of articles are recommended to at least one user). These metrics can be taken
into account at di�erent points in the machine learning pipeline (Kunaver and
Pozrl, 2017; Wu et al., 2019g). One can optimize for these descriptive notions of
diversity (i) before training, by clustering users based on their profile diversity
with JS divergence (Eskandanian et al., 2017), (ii) directly at training time (e.g.,
for learning-to-rank (Borodin et al., 2012; Vargas and Castells, 2011; Castells
et al., 2015), collaborative filtering (Qin and Zhu, 2013), graphs (Gan et al.,
2020; Puthiya Parambath et al., 2016) or bandits (Ding et al., 2021; Xie et

3This dichotomy is oftentimes referred to as normative (what ought to be) and positive
(what is) statements (Hume, 1739) but can easily be confused with concepts such as positive
/ negative examples in machine learning. We thus opt for the more explicit normative /
descriptive duo.
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al., 2021)), (iii) by re-ranking a recommendation set and balance diversity vs.
relevance (Chen et al., 2018) or popularity vs. relevance (Chakraborty et al.,
2019), and (iv) by defining a post-recommendation metric to measure diversity
for each recommendation set or at user-level (e.g., the generalist-specialist score
(Waller and Anderson, 2019; Anderson et al., 2020)). With any of these four
methods, a trade-o� must be made between the relevance of a recommendation
issued to users and the level of descriptive diversity, though there have also
been studies indicating that increasing diversity does not necessarily need to
negatively a�ect relevance (Lu et al., 2020). Nevertheless, this encouraged recent
e�orts in training neural-based recommenders that explicitly make a trade-o�
between accuracy and diversity (Raza and Ding, 2021). Also recently, there have
been studies that di�erentiate between diversity needs of users (Wu et al., 2018).

5.2.2 Normative diversity
Diversity is extensively discussed as a normative concept in literature, and has
a role in many di�erent areas of science (Steel et al., 2018; Loecherbach et al.,
2020), spanning from ecological diversity to diversity as a proxy for fairness in
machine learning systems (Mitchell et al., 2020). While these interpretations of
diversity are often related, they do not fully cover the nuances of a diverse news
recommender system, the work on which stems from democratic theory and the
role of media in society. Following (Helberger, 2019), we define a normative
diverse news recommendation as one that succeeds in informing the user and
supports them in fulfilling their role in democratic society. Out of the many
theoretical models that exist in literature, Helberger (2019) describe four di�erent
models from the normative framework of democracy, each with a di�erent view
on what it means to properly inform citizen. The Liberal model states that
eventually the users themselves know what is best for them, and primarily
aims to enable personal development and autonomy. A recommender system
following the Liberal model would have a strong focus on aligning with users’
personal preferences. Most current recommender systems are, inadvertently,
in line with this model. In comparison, the Participatory model takes on a
more paternalistic role, as it values the common good over the individual and
endeavors to know what is good for both. A recommender system following the
Participatory model aims to enable users to fulfill their role as active citizens in a
democratic society, informing them of important events in a way that is suitable
to their needs and preferences. The Deliberative model fosters discussion and
debate by equally presenting di�erent viewpoints and opinions in a rational and
neutral way, with the eventual goal of either reaching a consensus or agreeing
on di�erent values. Deliberative recommender systems have a strong focus on
the representation of a plurality of sources, voices and opinions. Lastly the
Critical model aims to challenge the status quo and to inspire the readers
to take action against existing injustices in society. A Critical recommender
system provides a platform to voices that would otherwise go unheard, and
favors emotion-driven and activating content. However, it should not promote
hate speech or conspiracy theories; those with di�erent opinions should be seen
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as opponents or adversaries, not enemies (Sax, 2022).
For more details regarding the di�erent models, and what a recommender

system following each of these models would look like, we refer to (Helberger,
2019). Since none of these models is inherently better or worse than the other,
which model is followed is a decision that needs to be made by the media
organization itself, and should be in line with their norms and values.

Conceptualized based on these models, the DART metrics (Vrijenhoek et al.,
2021) take a first step towards normative diversity for recommender systems and
reflect the nuances of the di�erent democratic models described above. See Table
5.1 for an overview of the DART metrics and their interplay with democratic
models. Calibration aims to reflect to what extent a recommendation is tailored
to a user’s personal preferences. This can be considered both in terms of an
article’s content, and express for example which topics a user is interested in, but
also in terms of its complexity. This would then di�erentiate information needs
for di�erent users: a user can consume more complex material on topics they are
an expert in, than on ones they are unfamiliar with. Fragmentation expresses
to what extent there is a common public sphere, where users are frequently
recommended the same items and therefore have a similar understanding of
the content in the system. This metric is conceptually most related to the
concept of the filter bubble. Next, Activation expresses the tone of articles: are
they written in a neutral and rational tone, or one that is more emotional and
activating? While neutrality is a core principle of quality journalism, a softer
approach can be more a�ective and increase empathy. The last two metrics
correspond to di�erent aspects of viewpoint diversity. Representation aims to
reflect the content of the di�erent viewpoints in the recommendations. Here, it
is important to think about how these viewpoints should be distributed across
recommendations: (i) uniformly (a.k.a. equal representation), (ii) in proportion
to the occurrence of viewpoints in the medium (a.k.a. reflective representation)
or (iii) in inverse proportion to the occurrence of viewpoints in the medium (a.k.a.
inverse representation). On the other hand, Alternative Voices considers the
viewpoint holder, and more specifically whether this person belongs to a minority
group or not. One could think of Alternative Voices in the context of algorithmic
fairness, and aim to reflect an equal share of Alternative Voices compared to the
overall supply of data.

When considered together, the metrics aim to reflect the characteristics of
the di�erent democratic models, summarized in Table 5.1. The Liberal model
focuses on personal development and preferences. It is therefore most concerned
with aspects of Calibration, and tolerant of a high degree of Fragmentation. The
Participatory model, with its focus on a public sphere and informing audiences,
aims for the opposite value in Fragmentation, but low divergence on Calibration
in terms of article complexity. Viewpoints should reflect society, with a larger
share for more dominant viewpoints. In comparison, with its focus on promoting
rational discussion and debate, the Deliberative model favors a system with
an equal representation of di�erent viewpoints, presented in a rational tone.
Lastly, the Critical model has a strong focus on promoting minority voices,
and viewpoints recommended should therefore be the inverse of what is most
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Table 5.1: Overview of the di�erent models and expected value ranges for each
metric. It should be noted that a high score should be interpreted as high
divergence; As such, a high score does not necessarily mean a better score.

Liberal Participatory Deliberative Critical
Calibration (topic) Low High – –
Calibration (complexity) Low Low – –
Fragmentation High Low Low –
Activation – Medium Low High
Representation – Reflective Equal Inverse
Alternative voices – Medium – High

commonly heard.
There is a lot of discussion to be had on this topic. The four models

described are the ones most frequently discussed (Helberger, 2019), and not
exhaustive in the goals one could have with a news recommender system. The
metrics following them may also di�er, in their definition or operationalization,
depending on the use case. The main take-away is that there is no single golden
standard for diversity and what makes for a good news recommender system,
but rather that this is very much dependent on what you wish to accomplish
with the system. This is ultimately a discussion that needs to be had with
the di�erent stakeholders involved in recommender system design (Smets et al.,
2022). For example, (Hada et al., 2022) did an implementation of Fragmentation
and Representation in social media conversations, focusing on Daylight Savings
Time and the more polarized topic of immigration. While Fragmentation and
Representation are not directly tied in one of the democratic models, they found
that the two metrics combined were capable of expressing the nuances of the
discourse, and that the e�ects were stronger for the polarized discussion than
for the control group.

5.2.3 The gap between normative and descriptive diversity
The descriptive diversity metrics described in Section 5.2.1 are general-purpose
and meant to be applicable in all domains of recommendation. However, in their
simplicity a large gap can be observed between this interpretation of diversity and
the social sciences’ perspective on media diversity that is detailed in Section 5.2.2.
In their comprehensive work on the implementation of media diversity across
di�erent domains, Loecherbach et al. (2020) note that there is ‘little to no overlap
between concepts and operationalizations (of diversity) used in the di�erent
fields interested in media diversity.’ As such, a recommendation that would score
high on diversity according to traditional information retrieval-based metrics
(Clarke et al., 2008; Sakai and Zeng, 2019), may not be considered to be diverse
according to the criteria maintained by newsroom editors. This notion is also
shared in industry: Boididou et al. (2021) (BBC) say that “We need to devise
appropriate metrics to capture the quality criteria and values expressed in our
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editorial guidelines’,’ whereas Grün and Neufeld (2021) (ZDF) note that “the
evaluation of KPIs and public values is more complex than the measurement of
common machine learning metrics applied to recommendation algorithms.” To
move the issue forward, both Loecherbach et al. (2020) and Bernstein et al. (2020)
call for truly interdisciplinary research in bridging this gap, where Bernstein
et al. (2020) argue for close collaboration between academia and industry and
the foundation of joint labs. This work is a step in that direction, as we provide
a versatile and mathematically grounded rank-aware metric that can be used by
practitioners to monitor their normative goals.

5.3 Operationalizing Normative Diversity for
News Recommendation

With our RADio framework, we further refine the DART metrics that were
defined by (Vrijenhoek et al., 2021) in order to resolve a number of the short-
comings of the metrics’ initial formalizations. In their current form, each of the
metrics has di�erent value ranges; for example, Activation has a value range
[≠1, 1], where a higher score indicates a higher degree of activating content,
and Calibration has a range of [0, Œ], where a lower score indicates a better
Calibration. These di�erent value ranges reduce the interpretability of the
metrics, making them harder to explain and as such less likely to be adopted
by news editors. Furthermore, the proposed metrics do not take the position of
an article in a recommendation list into account. News recommendations are
ranked lists of articles that are typically presented to users in such a way that
the likelihood of a recommended article to be considered by the user decreases
further down the ranking. As such, in the evaluation of the diversity of the
recommender system we should also account for the position of an article in the
recommendation ranking, rather than considering the set as a whole.

Thus, the two major challenges that we seek to address are that (i) scores
should be comparable between the metrics and across recommendation systems,
and (ii) scoring of both unranked and ranked sets of recommendations should
be possible. In this section, we first detail these requirements (Section 5.3.1),
then describe how we reformulate the metrics to each use the same divergence-
based approach (Section 5.3.2). We then add the rank-aware aspect to the
metrics (Section 5.3.3), before applying them to the five concrete DART metrics
(Section 5.3.4).

5.3.1 Requirements
We first enunciate the classical definition of a distance metric, before specifying
three desirable metric criteria for news recommendations. Take a set X of
random variables and x, y, z œ X, then a metric D is a proper distance measure if
D(x, y) = 0 … x = y, D(x, y) = D(y, x) and D(x, y) Æ D(x, z) + D(z, y). These
are respectively the axioms of identity, symmetry and triangle inequality, that
express intuitions about concepts of distance (O’Searcoid, 2007).
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We add that our distance measure should (i) be bounded by [0; 1], for
comparisons of di�erent recommendation algorithms, (ii) be unified, so as to
fairly consider di�erent diversity aspects (as opposed to e.g. using weighted
averages or maxima in (Dhamala et al., 2021)), and (iii) allow for discrete
rank-based distribution sets, to fit the ranked recommendation setting.

5.3.2 f-divergence
We model the task of measuring diversity as a comparison between probability
distributions: the di�erence in distribution between the recommendations (Q)
and its context (P ). Each diversity metric prescribes its own Q and P . The
elements in the distribution Q can be recommendation items (cf. Calibrated
Recommendations (Steck, 2018)), but can also be higher-level concepts, such as
distributions of topics and viewpoints. The context P may refer to either the
overall supply of available items, the user profile, such as the reading history
or explicitly stated preferences, or the recommendations that were issued to
other users (see Figure 5.2). Intuitively, when P is linked to the same user as
Q, we measure within user diversity (e.g., towards preventing getting locked
in “filter bubbles”). When P is linked to another user than the one linked to
Q, we measure diversity across users (e.g., monitoring diversity of viewpoints
represented across personalized homepages). In the following, we formalize the
role of P and Q in two di�erent metric settings, starting with the simple and
common KL divergence metric, before presenting its refinement, the Jensen-
Shannon divergence, as our preferred metric.

Kullback-Leibler divergence

For every random variable there is an inherent level of ‘uncertainty’ in its possible
outcomes. In Information Theory, the concept of entropy is a way to describe
the average level of ‘uncertainty’ a random variable carries. The entropy of a
discrete random variable X with possible outcomes x1, . . . , xn and corresponding
probabilities P (x1), . . . , P (xn) is defined as H(X) = ≠

qn
i=1

P (xi) log2 P (xi).
This value describes the average level of ‘information’ required to describe that
random variable (Cover and Thomas, 1991). The concept of relative entropy or
KL (Kullback–Leibler) divergence (Kullback and Leibler, 1951) between two
probability mass functions P and Q (here, a recommendation and its context) is
defined as:

DKL(P, Q) = ≠
ÿ

xœX
P (x) log2 Q(x) +

ÿ

xœX
P (x) log2 P (x). (5.1)

This is often also expressed as DKL(P, Q) = H(P, Q) ≠ H(P ), with H(P, Q) the
cross entropy of P and Q, and H(P ) the entropy of P . Both cross entropy and
KL divergence can be thought of as measurements of how far the probability
distribution Q is from the reference probability distribution P . Cross entropy
however, does not guarantee the identity property. That is, when P = Q, it
holds that H(P, Q) = H(P, P ) = H(P ) > 0: the cross entropy of P with itself
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(the entropy of P ) is never 0. KL divergence, though, does satisfy the identity
property, bringing forward a good argument to prefer KL divergence over cross
entropy. However, neither of them are truly proper metrics, as neither fulfil
the requirements for symmetry and triangle inequality. This can be resolved by
further refining KL divergence.

Jensen–Shannon divergence

A succession of steps from KL divergence lead to Jensen-Shannon (JS) divergence.
KL divergence was first turned symmetric (Je�reys, 1946) and then upper
bounded (Lin, 1991), to lead to

DJS(P, Q) = ≠
ÿ

xœX

P (x) + Q(x)
2 log2

3
P (x) + Q(x)

2

4

+ 1
2

ÿ

xœX
P (x) log2 P (x) + 1

2
ÿ

xœX
Q(x) log2 Q(x).

(5.2)

When the base 2 logarithm is used, the JS divergence bounds are 0 Æ DJS(P, Q) Æ
1. Additionally, (Endres and Schindelin, 2003) show that

Ô
DJS is a proper dis-

tance which fulfills the identity, symmetry and the triangle inequality properties.
When we refer to DJS or JS divergence below, we therefore implicitly refer to
the square root of the JS formulation with log base 2.

f-divergence

Liese and Vajda (2006) defined f-Divergence (Df ): a generic formulation of
several divergence metrics. Among them are the JS and KL divergences.4
Further along the text, we use Df as a shorthand notation for KL and JS
divergences. Df in discrete form is

Df (P, Q) =
ÿ

x

Q(x)f
3

P (x)
Q(x)

4
, (5.3)

where fKL(t) = t log t and fJS(t) = 1

2

Ë
(t + 1) log

1
2

t+1

2
+ t log t

È
. To avoid

misspecified metrics (i.e. division by zero) (Steck, 2018), we write P and Q:

Q(x) = (1 ≠ –)Q(x) + –P (x) P (x) = (1 ≠ –)P (x) + –Q(x), (5.4)

where – is a small number close to zero. P prevents artificially setting Df

to zero when a category (e.g., a news topic) is represented in Q and not in
P . In the opposite case (when a category is represented in P and not in Q),
Q avoids zero divisions. In order for the entire probabilistic distributions P

and Q to remain proper statistical distributions, we normalize them to ensure
4f-Divergence accommodates for other divergence metrics which are out of scope of this

research, such as the Hellinger divergence, and the Pearson divergence (Liese and Vajda, 2006).
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5.3. Operationalizing Normative Diversity for News Recommendation

q
x P (x) =

q
x Q(x) = 1. In the following sections P and Q will implicitly refer

to P and Q in order to avoid notation congestion.
Below we verify by simple plug-in and factorization that both the Kullback-

Leibler and the Jensen-Shannon divergence are f-divergences.

Theorem 5.3.1. The Kullback-Leibler divergence is an f-divergence.

Proof. Starting from Equation 5.1,

DKL(P, Q) = ≠
ÿ

xœX
P (x) log2 Q(x) +

ÿ

xœX
P (x) log2 P (x)

=
ÿ

xœX
Q(x)

5
P (x)
Q(x) (log2 P (x) ≠ log2 Q(x))

6

=
ÿ

xœX
Q(x)fKL

3
P (x)
Q(x)

4
.

Theorem 5.3.2. The Jensen-Shannon divergence is an f-divergence

Proof. Starting from Equation 5.2,

DJS(P, Q)

= ≠
ÿ

xœX

P (x) + Q(x)
2 log2

3
P (x) + Q(x)

2

4

+ 1
2

ÿ

xœX
P (x) log2 P (x) + 1

2
ÿ

xœX
Q(x) log2 Q(x)

=
ÿ

xœX
Q(x)1

2

S

U
3

P (x)
Q(x) + 1

4
log2

Q

a 21
P (x)

Q(x)
+ 1

2

R

b + P (x)
Q(x) log2

3
P (x)
Q(x)

4T

V

=
ÿ

xœX
Q(x)fJS

3
P (x)
Q(x)

4
.

5.3.3 Rank-aware f-divergence metrics
Our ranked recommendation setting (characteristic (iii) above) motivates a
further reformulation of our f-divergence metric. It is well entrenched in the
learning to rank (LTR) literature (Tax et al., 2015; Yilmaz and Robertson, 2010),
and by extension in conventional descriptive diversity metrics (Castells et al.,
2015) that a user is a lot less likely to see items further down a recommended
ranked list (i.e., diminishing inspection probabilities). Note that the ranking
oftentimes reflects relevance to the user, but it is not always the case for news
(e.g., editorial layout of a news homepage).

We extend our metrics with an optional discount factor for P and Q to
weigh down the importance of results lower in the ranked recommendation list.
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The ranking relevancy metrics mean reciprocal rank (MRR) and normalized
discounted cumulative gain (NDCG) are popular rank-aware metrics for LTR
(Järvelin and Kekäläinen, 2002; Chakrabarti et al., 2008), in particular for news
recommendation (Wu et al., 2020). In line with the LTR literature, we first
define the discrete probability distribution of a ranked recommendation set Q

ú,
given each item i in the recommendation list R:

Q
ú(x) =

q
i wRi iœxq

i wRi

, (5.5)

where wRi , the weight of a rank for item i, can be di�erent depending on the
discount form. For MMR, wRi = 1/Ri, for NDCG, wRi = 1/ log2(Ri +1). When
wRi = 1, Q

ú is not discounted (i.e., Q
ú = Q).

In news recommendation, the sparsity bias plays a predominant role: users
will interact with a small fraction of a large item collection, such as scrollable
news recommendation websites (Kille et al., 2013). We thus opt for weighing
based on MRR rather than NDCG, because it applies a heavier discount along
the ranking than NDCG. Note that the latter is said to be more suited for
query-related rankings, where the user has a particular information need related
to a query and thus higher propensity to scroll down a page (Chakrabarti et al.,
2008).

The context distribution P is discounted in the same manner, when it is a
ranked recommendation list. When P is a user’s reading history (see Figure 5.2),
the discount on P increases with time: articles read recently are weighted higher
than articles read longer ago. There are situations when rank-awareness is
not applicable, for example when P is the entire pool of available articles.5
With rank-aware Q

ú and optionally rank-aware P
ú, we formulate RADio, our

rank-aware f-divergence metric:

D
ú
fJS(P, Q) =

ÿ

x

Q
ú(x)fJS

3
P

ú(x)
Qú(x)

4
, (5.6)

Q
ú(x) and P

ú(x) accommodate for multiple situations: for example, Q
ú(c|R) is

the rank-aware distribution of news categories c over the recommendation set R.
In the following, we specify P

ú(x|·) and Q
ú(x|·) in accordance to each normative

concept of interest for our universal metric.

5.3.4 Normative diversity metrics as rank-aware f-
divergences

In this section, we describe the RADio formalization of the general f-Divergence
formulation above and apply it to the five DART metrics. We leave the exact

5There are several features along which such a pool of data could be ranked besides recency,
such as the popularity during the last hour, day or week. As this is an editorial decision we
remain agnostic as to the choice of that feature and refrain from ranking, though it remains
possible in theory.
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Table 5.2: Overview of the implementation approach for di�erent methods. Num-
bers in bold correspond to the corresponding steps in the metadata enrichment
pipeline presented above.

Context Type Distribution of

Calibration
(topics)

Reading
history Categorical Article subcategories as provided in the

MIND dataset.
Calibration
(complexity)

Reading
history Continuous Article complexity (1) as calculated with

the Flesch-Kincaid reading ease test.
Fragmentation Other users Categorical Recommended news story chains (2).

Activation Available
articles Continuous

Activation scores, which is approximated
by the absolute value of a sentiment anal-
ysis score (3).

Representation Available
articles Categorical The presence of political actors (4).

Alternative
voices

Available
articles Continuous

The presence of minority voices versus ma-
jority voices. We identify someone as a
’minority voice’ when they are identified
as a person through the NLP pipeline (5),
but cannot be linked to a Wikipedia page.6

implementation of the metrics in practice for a particular open news recommen-
dation dataset to the next section. More formally, we define the following global
parameters:

• S: The list of news articles the recommender system could make its
selection from, also referred to as the “supply.”

• R: The ranked list of articles in the recommendation set.

• H: The list of articles in a user’s reading history, ranked by recency.

R
u
i œ {1, 2, 3, . . .} refers to the rank of an item i in a ranked list of recommenda-

tions for user u. In this work, metrics are defined for a specific user at a certain
point in time, therefore R implicitly refers to R

u, unless stated otherwise. While
this section contains some contextualization of the DART metrics (Vrijenhoek
et al., 2021), the original paper contains further normative justifications.

Calibration (Equation 5.7) measures to what extent the recommendations
are tailored to a user’s preferences. The user’s preferences are deduced from
their reading history (H). Calibration can have two aspects: the divergence of
the recommended articles’ categories and complexity. The former is expected
to be extracted from news metadata and thus categorical by nature, the latter
is a binned (categorical) probabilistic measure extracted via a language model.
As such, we compare P

ú(c|H), the rank-aware distribution of categories or
complexity score bins c over the users’ reading history, and Q

ú(c|R) the same in
the recommendations issued to the user.
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Fragmentation (Equation 5.8) reflects to what extent we can speak of a com-
mon public sphere, or whether the users exist in their own bubble. We measure
Fragmentation as the divergence between every pair of users’ recommendations.
Here we consider P

ú(e|Ru) as the rank-aware distribution of news events e over
the recommendations R for user u, and Q

ú(e|Rv) the same but for user v. KL
Divergence is asymmetric (see Section 5.3.2), which means that its outcome
di�ers depending on which user’s recommendation is chosen as the target and
which as the reference distribution. To avoid this, we compute the Fragmentation
score as the average of KL Divergences with switched parameters. JS divergence
is already symmetric and is thus implemented as for the other metrics. In theory,
Fragmentation requires a user’s recommendation to be compared to those of all
other users. This is not feasible with a sizeable dataset and the requirement of a
reasonable compute time. Instead we opt to randomly sample user pairs.

Activation (Equation 5.9) Most o�-the-shelf sentiment analysis tools analyze
a text, and return a value (0, 1] when the text expresses a positive emotion, a
value [≠1, 0) when the expressed sentiment is negative, and 0 if it is completely
neutral. The more extreme the value, the stronger the expressed sentiment is.
As proposed in (Vrijenhoek et al., 2021), we use an article’s absolute sentiment
score as an approximation to determine the height of the emotion and therefore
the level of Activation expressed in a single article. This then yields a continuous
value between 0 and 1. P (k|S) denotes the distribution of (binned) article
Activation score k within the pool of items that were available at that point
(S). Q

ú(k|R) expresses the same, but for the binned Activation scores in the
rank-aware recommendation distribution.

Representation (Equation 5.10) aims to approximate a notion of viewpoint
diversity (e.g., mentions of political topics or political parties), where the view-
points are expressed categorically. Here p refers to the presence of a particular
viewpoint, and P (p|S) is the distribution of these viewpoints within the over-
all pool of articles, while Q

ú(p|R) expresses the rank-aware distribution of
viewpoints within the recommendation set.

Alternative Voices (Equation 5.11) is related to the Representation metric in
the sense that it also aims to reflect an aspect of viewpoint diversity. Rather than
focusing on the content of the viewpoint, it focuses on the viewpoint holder, and
specifically whether they belong to a “protected group” or not. Examples of such
protected/unprotected groups could be non-male/male, non-white/white, etc.7
This approach is based on the implementation of balanced neighbourhoods in
recommender systems (Burke et al., 2018). With m we refer to the distribution
of protected vs. non-protected groups, with m œ {Minority, Majority}. P (m|S)

6We acknowledge that this is a largely oversimplified approach towards identifying minority
voices. This is a complex question that cannot be resolved to satisfaction within the scope of
this paper.

7For more examples, see the UK 2010 Equality Act: https://www.legislation.gov.uk/

ukpga/2010/15/part/2/chapter/1.
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5.4. Experimental Setup

and Q
ú(m|R) refer to the distribution of these groups in the pool of available

articles and rank-aware recommendation distribution respectively.
Below is a summary of the formalization of DART with the RADio framework,
the notation of which is defined in this section. In the next section, we show
how to retrieve the necessary features from an example news dataset:

Calibration = Cal
!
P

ú(c|H), Q
ú(c|R)

"

=
ÿ

c

Q
ú(c|R)fJS

3
P

ú(c|H)
Qú(c|R)

4
(5.7)

Fragmentation = Frag
!
P

ú(e|Ru), Q
ú(e|Rv)

"

=
ÿ

e

Q
ú(e|Rv)fJS

3
P

ú(e|Ru)
Qú(e|Rv)

4
(5.8)

Activation = Act
!
P (k|S), Q

ú(k|R)
"

=
ÿ

k

Q
ú(k|R)fJS

3
P (k|S)

Qú(k|R)

4
(5.9)

Representation = Rep
!
P (p|S), Q

ú(p|R)
"

=
ÿ

p

Q
ú(p|R)fJS

3
P (p|S)

Qú(p|R)

4
(5.10)

AlternativeVoices = AltV
!
P (m|S), Q

ú(m|R)
"

=
ÿ

m

Q
ú(m|R)fJS

3
P (m|S)

Qú(m|R)

4
(5.11)

5.4 Experimental Setup
In order to demonstrate RADio’s potential e�ectiveness, we developed an NLP
pipeline to retrieve input features to the metrics in Section 5.3.4 and ran them
on the MIND dataset, an open source dataset made available by Microsoft
News. The MIND dataset (Wu et al., 2020) contains the interactions of 1 million
randomly sampled and anonymized users with the news items on MSN News
between October 12 and November 22, 2019. Each interaction contains an
impression log, listing which articles were presented to the user, which were
clicked on and the user’s reading history. The MIND dataset was published
accompanied by a performance comparison on news recommender algorithms
trained on this dataset,8 including news-specific neural recommendation methods
NPA (Wu et al., 2019c), NAML (Wu et al., 2019b), LSTUR (An et al., 2019)
and NRMS (Wu et al., 2019d). It was shown that these algorithms outperform
general-purpose ones (Wu et al., 2020) or common collaborative filtering models
(such as alternating least squares (ALS)), in particular due to the short lifespan
of news items (Garcin et al., 2013). These algorithms are trained on the

8Code available at https://github.com/microsoft/recommenders/tree/main/examples/

00_quick_start.

101

https://github.com/microsoft/recommenders/tree/main/examples/00_quick_start
https://github.com/microsoft/recommenders/tree/main/examples/00_quick_start


5. Normative Diversity

impression logs in order to predict which items the users are most likely to click
on. For the purpose of this chapter we will evaluate these neural recommendation
methods with the RADio framework (on the DART metrics) and compare their
performance with two naive baseline methods, based on a reasonable set of
candidates (the original impression log): a random selection, and a selection of
the most popular items, where the popularity of the item is approximated by
the number of recorded clicks in the dataset. There are a number of limitations
to the usage of the MIND dataset (see Section 5.8 and (Vrijenhoek, 2023)).
However, at the moment of writing, it is the only large open source news dataset
with su�ciently granular logs for such experiments. Future work would benefit
from a dataset that is explicitly prepared for normative diversity, bypassing the
need for an additional preprocessing pipeline. It is not the goal of this chapter to
improve on the identification and extraction of the relevant parameters proposed
in (Vrijenhoek et al., 2021), but rather to express their outcomes in a meaningful
way. We scrape articles via the URLs provided in the MIND dataset. Each
article’s metadata is enriched in five steps:

1. Complexity analysis – Each item is assigned a complexity score based on
the Flesch-Kincaid reading ease test (Kincaid et al., 1975), implemented in
the Python module py-readability-metrics (DiMascio, 2020). Complexity
is then discretized into bins, to accommodate for the discrete form of D

ú
f .

2. Story clustering – The individual news items are clustered into so-called
news story chains, which means that stories about the same event will be
grouped together. This way, we add a level of analysis between individual
news items and higher level categories (see Section 5.3.4). We use a TF-IDF
based unsupervised clustering algorithm based on cosine similarity and a
three days moving window, following the setup of (Trilling and van Hoof,
2020).

3. Sentiment analysis – Using the textBlob open source NLP library we
assign each article a sentiment polarity score (Loria, 2021). Our focus is
on the relative neutrality of articles, we thus take the absolute value of
the negative / positive polarity score.

4. Named entity recognition – Using spaCy, we identify the people,
organizations and locations mentioned in the text (Honnibal et al., 2022),
and count their frequency.

5. Named entity augmentation – For the entities identified in the text
in the previous step, we attempt to link them to their Wikidata9 entry
through fuzzy name matching, to figure out if they are politicians, or in
the case of organizations, political parties.10

9
https://www.wikidata.org/

10In the future one could also use additional data available on Wikidata for further refinement
of the metrics, such as gender or place of birth / ethnicity for persons, industry type for
organizations or country code for locations.

102

https://www.wikidata.org/
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Linking back to the DART metrics, this means that for Calibration we use
the article category that is supplied in the dataset, and the complexity score
calculated with the Flesch-Kincaid reading ease test (Kincaid et al., 1975). We
compare those to what was in the users’ reading history. For Fragmentation,
we compare the di�erent news stories, identified through story clustering, that
are recommended to di�erent users. The Activation score of an article is
determined by the absolute sentiment polarity score, and for Representation we
look at the distribution of political actors as identified through Named Entity
Linking. For Activation, Representation and Alternative Voices we compare the
recommendations to the available pool of data, here interpreted as the set of
items the recommender system could make its selection from (see also Table 5.2).
Since RADio computes the average of all {P, Q} pairs, we retrieve confidence
intervals over paired distances too, as illustrated in the sensitivity analyses in the
next section. In a traditional model evaluation setting, it would be desirable to
generate confidence intervals via di�erent model seeds or cross-validation splits.
We refrain from doing this for our metric evaluation as this would introduce
a multidimensional confidence interval (e.g., over {P, Q} pairs and over model
seeds).

It should be noted that this pipeline is an imperfect approximation, and that
each metric individually would benefit from more sophisticated methods. Table
5.2 links the numbered list above with the DART metrics. It provides an overview
of the di�erent metrics and their respective context distribution P over normative
concepts. The code for this implementation is available online.11 We evaluate the
outcome of our RADio framework for di�erent recommender strategies (LSTUR,
NAML, NPA, NRMS, most popular and random), with both KL Divergence
and Jensen-Shannon as divergence metrics, with and without discounting for the
position in the recommendation and at di�erent ranking cuto�s. Additionally,
we calculate the intra-list diversity (ILD) as a typical descriptive diversity metric.
We used cosine similarity as a distance metric (Bradley and Smyth, 2001)
and TF-IDF (Bun and Ishizuka, 2001) of the article’s body (text) as article
representations.12

5.5 Experimental Results
Having described our methodology and experimental setup around the opera-
tionalization of DART metrics, we analyze the results of the experiments on
MIND. We separate descriptive analysis of the results in this section from the
normative interpretation of the metrics in Section 5.8. As the default method,
we choose to implement RADio with rank-awareness and JS divergence with a
rank cuto� @N, which corresponds to the entire ranking list. After commenting

11
https://github.com/svrijenhoek/RADio/

12To make calculating ILD on all pairs of articles computationally feasible we used Spark (Za-
haria et al., 2016) to load the entire matrix of all intra-list article pairs and parallelize the
distance calculation. As this approach was incompatible with the way we did our random
selection, which happened later in the pipeline, we have at this time no ILD score to report
for the random recommender.
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Table 5.3: Results in percentage for our RADio framework for recommendation
algorithms on the MIND dataset. We use our preferred setup: JS divergence
with rank-awareness @10. For interpretation of the results it should be noted
that though a higher score does imply higher divergence, this does not necessarily
mean this is a better score. Rather what it means to be better is dependent on
the metric and the model chosen, for which we refer to Table 5.1.13
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LSTUR 58.47 36.32 90.46 18.19 12.61 4.09 41.34 98.37
NAML 57.09 35.93 88.36 18.42 12.30 3.84 40.91 98.95
NPA 58.38 36.19 89.79 18.41 13.59 3.90 40.68 98.68
NRMS 56.62 35.48 88.72 17.94 12.78 3.62 41.63 98.97
Most pop. 65.26 34.77 89.23 19.49 12.68 3.42 27.50 91.79
Random 66.36 39.81 94.39 27.15 25.78 6.98 29.49 -

on the overall results, we further motivate this choice with a sensitivity anal-
ysis to di�erent hyperparameters. We alter the divergence metric (KL or JS),
rank-awareness (with and without a discount) and ranking cuto�s (@n, with
n = 1, 2, 5, 10, 20, N) for the di�erent recommender models.

Table 5.3 displays results for RADio with rank-aware JS divergence, NDCG
and ILD. NDCG scores are comparable to the results obtained in (Wu et al.,
2020). Scores for ILD are generally high, and show little di�erence between the
neural recommenders. This is in line with the nature of natural language: without
accounting for synonyms or using word embeddings it is not surprising that
little similarity would be found between texts. The most popular recommender
does di�er significantly in terms of ILD compared to the neural recommenders.
Explaining this behavior requires a more in-depth look at the articles that have
a lot of clicks recorded in the dataset. Given the nature of MSN News, it is
likely that these are often sports or lifestyle articles. This would imply a similar
topic and thus a common vocabulary and lower diversity. However, the only
conclusion that can be drawn from this is that a most popular recommender
tends to recommend more items of the same category, and is as such not very
useful in terms of the requirements for normative diversity as described in Section
5.2.2.

For the normative diversity metrics, higher values imply higher divergence
scores. Whether high or low divergence is desired depends on the goal of the
recommender system, which we will further elaborate in Section 5.8. The random
recommender scores highest on divergence for all metrics and is also one of the

13We computed NDCG for popular and random, and report on the original NDCG of the
MIND publication for the neural recommenders, as it is more informative to the reader. We
obtained similar results but no exact match.
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Table 5.4: Results for our RADio framework for recommendation algorithms on
the MIND dataset. KL divergence with rank-awareness @10. For interpretation
of the results it should be noted that though a higher score does imply higher
divergence, this does not necessarily mean this is a better score. Rather what it
means to be better is dependent on the metric and the model chosen, for which
we refer to Table 5.1. These metrics are executed on a random sample of 35.000
users.
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LSTUR 2.6038 1.1432 7.7201 0.1481 0.1078 0.0142
NAML 2.5333 1.1287 7.3926 0.1531 0.1047 0.0127
NPA 2.5945 1.1390 7.6202 0.1521 0.1237 0.0134
NRMS 2.5013 1.1204 7.4519 0.1442 0.1114 0.0113
Most pop. 2.9384 1.1082 7.6377 0.1605 0.1028 0.0102
Random 3.6038 1.5985 8.6295 0.8079 1.1248 0.0420

least relevant by definition (see NDCG score). Most popular and random have
comparable NDCG results. Popularity scores for the articles are derived from
the clicks recorded in the MIND interaction logs, and many articles have zero or
only one click recorded. When the candidate list contains exclusively articles
with a similar number of clicks this forces the most popular recommender to a
random choice, which explains the artificial similarity between most popular and
random in terms of the NDCG score.

Figure 5.3 is the pendant of Table 5.3. It displays robust estimates based on
the median and quantiles. Outliers are predominant for the Alternative Voices
metric as most articles do not contain any Alternative Voices. As detailed in
Section 5.4, Alternative Voices are tagged as such if a named entity could not
be found on Wikipedia.

Between the neural recommenders, most scores for LSTUR, NPA, NRMS
and NAML are close to zero, indicating a low divergence between the rec-
ommendations and the context distribution. Note that they produce similar
recommendations (see NDCG values and (Wu et al., 2020)). Some notable dif-
ferences can be observed when comparing these neural methods to the baselines.
For example, we see that the neural recommenders are more Calibrated to the
items present in people’s reading history, though the most popular baseline
performs marginally better in terms of Calibration of complexity. In the follow-
ing, we further analyse the entire distribution of individual recommendation list
divergences and test the sensitivity of RADio to di�erent settings. Boxplots for
all metrics and all recommender strategies are available in the online repository,
where we highlight the importance of rank-awareness.
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5.6 Sensitivity Analysis
This section contains a detailed analysis of the sensitivity of RADio to di�erent
settings: the divergence metric (JS or KL), rank-awareness (yes or no) and rank
cut-o� point (@n).

5.6.1 Sensitivity to the divergence metric
JS divergence is our preferred implementation of universal diversity metrics. It
is a proper distance metric and bounded between 0 and 1 (see Section 5.3.2).
Figure 5.6 substantiates that claim empirically, visualizing the sensitivity of
RADio to the two described f-divergence metrics: KL and JS divergence. Clear
di�erences can be observed in the distributions; KL divergence is skewed towards
lower divergence, while JS divergence yields a more centered distribution of
values. Additionally, JS divergence applies more contrast between the neural
recommender systems and the naive recommendation methods and especially
the random baseline. In certain cases KL introduces consequential skew in the
distribution of individual P , Q comparison pairs across recommendation models;
this does not occur to that extent with JS.

Nevertheless, for demonstration purposes we show results for the RADio
framework coupled with KL divergence in Table 5.4. This time, metrics are
not bounded by [0, 1]. If one were to rank the values for each metric, Table 5.3
and 5.4 would score the algorithms in the same order (Liese and Vajda, 2006).
In conclusion, although KL divergence is a well-known metric that can be found
in many applications and is simpler to express mathematically, we find JS
divergence to be a better fit both theoretically and empirically.

5.6.2 Sensitivity to rank-awareness
In the original formulation of DART metrics (Vrijenhoek et al., 2021), rank-
awareness was not considered for most of the defined metrics. In our formal-
ization, rank-awareness is the default. In Figure 5.7, we visualize the e�ect
of removing the rank-awareness (in blue) on Fragmentation and compare to
the original rank-aware Fragmentation (in orange). Rank-awareness allows for
better di�erentiation between methods: LSTUR and “most popular” seem to be
similarly distributed without a rank discount. Introducing rank-awareness shifts
LSTUR towards a larger divergence, whereas “most popular” remains largely
the same. Figures 5.4 and 5.5 show a detailed analysis of rank-awareness of
robust estimates (median and quantiles) for KL and the JS divergence.

5.6.3 Sensitivity @n
One could also consider adding a cut-o� point where only the top n recommen-
dations are considered for evaluation, the results of which are shown in Figure
5.8. The figure shows that the e�ect of rank-awareness becomes stronger with a
higher cut-o� point, and causes the divergence score to stabilize after roughly 10
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5. Normative Diversity

recommendations. This is because our MMR rank-awareness strongly discounts
values further down the ranking. @20 and @N (no cuto�) are similar for all
metrics because MIND rarely contains more than 20 recommendation candidates.
Note that when calculating the divergence score for Activation, Representation
or Alternative Voices without rank-awareness and without cuto� point, there
is no divergence to be reported as recommendation and target distribution are
identical in these cases.

5.6.4 Normative evaluation
By comparing divergence scores across di�erent recommender strategies, we can
draw conclusions on the way they influence exposure of news to users. This is
especially the case when comparing neural methods to the random recommender,
which should reflect the characteristics of the overall supply of data. Combining
this with DART’s di�erent theoretical models of democracy (summarized in
Table 5.1), one can make informed decisions on which recommender system is
better suited to one’s normative stance than others. Imagine, for example, a
media organization that aims to help their users find content on topics they are
interested in. In this case they are looking for a low divergence on Calibration,
which is shown in the scores of the neural recommenders. This would indicate
that those models are more suitable for this organization’s goals. In comparison,
imagine a large media organization that wants to dedicate a small section of their
website to Critical principles, consisting of one element with recommendations
called “A di�erent perspective.” This calls for a high divergence score in both
Representation and Alternative Voices. Given that the random recommender
scores best according to these principles, the neural recommenders would not
be very suitable for this goal. Nevertheless, the conclusion that a random
recommender is suitable for Critical norms and values is moot. Additional
steps should be taken to further improve upon these scores: recommendation
algorithm developers could tweak the trade-o� between di�erent target values
in the recommendation, or even explicitly optimize on these metrics.
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5. Normative Diversity

5.7 The E�ects of Metric Design Choices
In the following section, we will take a more detailed look at the e�ects of
di�erent design choices for a normative diversity metric, using the Calibration
metric as an example. Calibration, which aims to measure the degree in which
a recommendation reflects a user’s personal preferences, is in this experimental
setting the most suitable for this type of analysis, as it relies on categorical data
that is directly available in MIND. Di�erences in behavior and performance will
as such directly be caused by di�erences in the behavior of the recommender
system and the design choices of the metric, rather than as a result of the data
extraction pipeline.

Table 5.5 displays the distribution of article categories in the di�erent steps
of the recommendation pipeline. For both the training and validation sets,
we analyze the article categories present in the full dataset (‘all’), the items
that were shown to the user and which the recommender system ranks (‘impr’),
what was present in the users’ reading history (‘hist’), and which items they
eventually clicked on (‘click’). We compare this to the categories present in
the top 5 items recommended by the neural recommenders LSTUR and NRMS,
and the random baseline. The categories in the full datasets are very similarly
distributed between the training and validation sets, with both the news and
sports categories comprising about 30% of the data, and the other categories
ranging between 3-6%. The items in the user histories are also decidedly similar.
In both sets, the random recommender reflects the distribution of the impressions,
which is expected behavior. Discrepancies between the two sets can be observed
in both the candidate list and the content that users eventually clicked. The
training data contains many more articles of the category ‘news’, whereas the
validation set has a much higher share of sports articles, especially among the
clicked content. This is also reflected in the recommendations generated by
the neural recommenders. The di�erence can be explained by the dynamic
nature of news itself, which also underlines a caveat of using a dataset that
only consists of a single day: if a major world event happened on that day, it
stands to reason that there is both a lot more content in that category, and a
higher interaction rate of users with it. This availability of content will then
also influence the rate in which a recommender system can generate highly
Calibrated recommendations. To account for this variability, we carry out the
analysis on the predictions generated on the training set, which comprises of
six days. We emphasize that this analysis is not conducted to make judgments
about the performance of the algorithms, in which case it would be imprudent
to include training data in analysis, but rather to exemplify the multiple design
choices that are relevant when constructing a normative diversity metric.
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5. Normative Diversity

In Figure 5.9a, we visualize Calibration in the same way as in Section 5.4: as
the average divergence between the categories in individual recommendations and
the user’s reading history, though here it is plotted over time. This graph shows
clear di�erences between the di�erent recommender strategies. Furthermore, we
find a statistically significant negative correlation between the divergence scores
and the number of items in a user’s history (p < 0.001): the more items a user
has consumed in the past, the lower the Calibration divergence is. In MIND,
the user’s history is static. Even if a user has accessed the website more than
once, there will be no change recorded in the dataset. This makes it impossible
to say how the recommender systems would adapt the recommendations over
time, as more information about the user becomes available. We simulate a
dynamic history in the diversity calculations by including the registered clicks
of past interactions in the current history. This is visualized in Figure 5.9b.
Compared to the simple approach, we see a slightly lower and mostly more
consistent divergence score. Some conflation with the fact that this is training
data may happen here. The recommender systems are trained to predict the
clicked items, which are also added to the history, resulting in a lower divergence
score.

With the dynamic availability of content, and the user’s relative interest in
major world events, it may not be possible for every single recommendation
to achieve the desired normative diversity score, though they may do so over
time. In Figure 5.9c, we conceptualize our metric to not only consider the
current recommendation, but also the top 5 items of each recommendation in
the past, weighted by recency. Here we see that the divergence indeed decreases
over time. However, f-Divergence penalizes the score comparatively much if
smaller categories are not present in the recommendation (Steck, 2018). Having
more individual items in the calculations thus increases the chance that smaller
categories are also represented, leading to a lower divergence score. This is
reflected by the fact that the random recommender also decreases in divergence
over time, though to a lesser extent than the neural recommenders (on average,
a 0.03 versus a 0.06 decrease).

Besides the top-level category, MIND also supplies article subcategories,
which splits up ‘news’ into among others ‘newsus’ and ‘newspolitics’, and sports
into ‘football_nfl’ and ‘baseball_mlb’. The more fine-grained categorization
could potentially be much more expressive of a user’s interest. Figure 5.9d
displays the Calibration score when considering subcategory. It shows roughly
the same pattern as in Figure 5.9a, although in a higher range: the average
value here is centered around 0.8, whereas in Figure 5.9a it is around 0.6. When
deploying Calibration in production, an informed decision needs to be made
about the level of detail that is meaningful for the metric.

One other thing that might be relevant to consider is the number of users
for whom the system does not work: those who, even on average, receive recom-
mendations that are very divergent from their preferences. This is visualized in
Figure 5.9e, which plots the frequency of mean divergence scores per user. The
information obtained from such an analysis could be used to investigate who the
users are that consistently receive sub-par recommendations, and whether they
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(a) Simple (b) Dynamic history

(c) Aggregate recommendations (d) Subcategory

(e) Mean values
(f) Supply

Figure 5.9: The Calibration metric with di�erent approaches to metric design.
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share characteristics. This could then steer future development and tweaking
of the algorithm. In a similar vein, one could investigate whether there are
users who exist in their own ‘bubble’ and receive recommendations that are
very di�erent from the ‘brand’ of the organization. This is conceptualized in
Figure 5.9f by calculating the divergence between the recommendations and the
general distribution of articles. This type of analysis could be especially relevant
when measuring organizational values and metrics such as Representation or
Alternative Voices.

The plots in Figure 5.9 convey very di�erent types of information, even though
they are based on the same feature and on the same set of recommendations.
This shows that the design choices made when implementing the metric greatly
influence the patterns it shows. Again, how the metric should behave is dependent
on what the organization deploying the recommender system aims to measure
and wants to achieve with it. As such, it is necessary that each of the choices are
explainable to all stakeholders involved and that the process is well-documented.

5.8 Discussion
Choosing an f-divergence score as the base for our metrics allows us to construct
a single base formalization with a clear interpretation amongst all metrics; when
the value is 0, the distribution between the recommendations and the chosen
context is identical. The larger the measurements, the larger the divergence is.
It is also flexible to the use of di�erent target distributions and relevant features,
and has as such a strong advantage over ILD, which requires a static model of
what it means for two articles to be di�erent. Formalizing the diversity of the
recommendation is as such brought down to three questions: what feature are
we interested in, which distribution do we want to compare to, and should the
divergence between these distributions be low, high, or something else? The
answers to these questions could be informed by normative diversity metrics
described in this chapter, but could also be interpreted di�erently. However,
f-divergence also comes with a number of limitations. For one, it does not take
the relations between categorical values into account, and the ordering of the
categorical values in the input vector is arbitrary. For example, two left-wing
political parties in the Representation metric may be more similar than an
extremely left-wing and an extremely right-wing party, but this is currently not
taken into account. Related to this, in order to make continuous values suitable
for our general discrete definition of f-divergence, they need to be discretized into
arbitrarily defined bins. This means that two very similar values may end up
in di�erent bins. Future work may propose a di�erent approach for calculating
divergence between continuous variables. Lastly, even design choices within
the metric itself, such as the level of detail expressed in the relevant metric or
the number of recommendations included in the calculation of the divergence
score, may have large impacts on its behavior. Furthermore, the content that is
available to a recommender also logically bounds to which extent it can generate
normatively diverse recommendations. Careful justification and documentation
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of design choices when constructing the metric are thus a necessity.
Regarding the data enrichment pipeline, we identify a number of enhancement

points. While some metrics, such as topic Calibration, work with simple data on
news topics that is often directly available in a dataset, other metrics require a
more sophisticated data enrichment pipeline. The di�erences in these approaches
appear in the results: the metrics with more trivial metadata retrieval setups
show clear and distinct patterns for di�erent recommender algorithms, but this
is not the case for the more complicated ones. Furthermore, it is not possible
to determine the quality of the pipeline, as we do not have a ground truth
for evaluation. For future work, we suggest to take the base formalizations as
constructed in this chapter as a starting point, and work to improve the extraction
of the relevant parameters for metrics such as Representation, Alternative Voices
and Activation. Especially for the first two, there is already a large body of
work that can facilitate this process (Baden and Springer, 2017; Draws et al.,
2021). Human evaluation, including the input from editorial teams, would then
be a promising way to evaluate these three normative metrics, similar to the
work in the context of language generation bias (Dhamala et al., 2021).

At the same time, more insight needs to be gained on the influence of the
choice of dataset. The MIND dataset contains a significant amount of so-called
soft news, including articles on lifestyle, sport and entertainment, whereas
the DART metrics are mostly applicable to hard news. The influence of the
chosen dataset needs to be investigated in more detail, which can then lead
to more informed decision-making on the trade-o� between diversity and click-
through rate, and what can reasonably be expected of a news recommender
system. Similarly, while the RADio metrics already provide an improvement
over ILD by taking a target distribution into account instead of only what is
present in the recommendations, they cannot look ‘beyond’. A dataset or target
distribution that is already skewed will not be identified as such. A possible
solution could be to externalize the target distribution. For example, one could
compare to the content produced by other organizations, such as (a number
of) competitors or state-funded media. Alternatively one could consider o�cial
statistics, such as the distribution of political parties in government. Possibly this
is an issue that cannot be solved purely through algorithmic means, and should
also be approached in a procedural way. Many news organizations already have
organization-wide protocols and procedures in place to guarantee the quality
of content produced, and perhaps these protocols should be extended to also
account for algorithmic recommendation.

Steps for adoption
Adopting the normative diversity metrics in practice is not a task that can be
undertaken by an individual. We envision this process in the following steps:

1. Identify the relevant stakeholders. As a first step, all the relevant
stakeholders should be involved in the process (Smets et al., 2022). Besides
technical and editorial teams, this would also include management and
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5. Normative Diversity

business teams that eventually have to make an informed decision on the
acceptable trade-o� between generating clicks and diversity.

2. Determine the purpose of the recommender systems. Together,
the stakeholders should determine what the purpose of the envisioned
recommender system is. This can be inspired by one of the democratic
models described in Section 5.2, but should most of all stem from open
discussion. A recommender system can have multiple envisioned purposes,
and these purposes can be at odds with each other (for example, finding
relevant content and encountering di�erent perspectives). In such cases,
the dynamic between the di�erent purposes must be made as explicit and
concrete as possible.

3. Determine what type of diversity reflects this purpose. With step
2 in mind, the stakeholders should define the type of diversity they are
looking for using the three questions mentioned earlier in this section: what
feature to measure, which distribution to compare to, and the expected
divergence range. When the purpose is to help a user find relevant content,
this means a low divergence of recommended topics between the recom-
mendation and the user’s history. For new perspectives, this means a high
divergence between the perspectives in the recommendation versus the
user’s reading history. Collaboration between the di�erent stakeholders is
still instrumental: while the editorial and business teams may have the
clearest vision on what a recommendation needs to accomplish, while the
technical teams need to communicate what is technically feasible. Many
of the aspects related to diversity are technically hard to measure and
often even conceptually ambiguous (what is a ‘perspective’?). Eventually,
all stakeholders should agree on chosen simplifications, be aware of what
these metrics can and cannot measure, and know where additional work
and research is still necessary.

In its current form RADio is an evaluation framework. We do not believe
that the metrics should replace existing evaluation metrics, but should rather
be used concurrently. Ideally, however, the normative diversity metrics would
be incorporated as target for recommender system optimization, rather than
post-hoc evaluation. For example, they could be used to inform a reranking
algorithm that ensures that over time, the recommendations issued to a user
reflect the chosen target distribution. Current diversification methods often
rely on a distance measure between individual items. This is not suitable for
the normative diversity metrics: as they are based on divergence scores, the
recommendation list can only be considered as a whole. As such, additional
theoretical work is necessary in order to use the metrics for optimization.

Lastly, if metrics such as these normative diversity metrics are to be in-
corporated in a production system, they need to be carefully constructed and
monitored. Neglecting to do so might lead to so-called ‘ethics-washing’, where
empty metrics are in place that convey no meaning but merely serve as a check-
box, and gamification of the metrics, where external parties learn how to utilize
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the metrics to boost the content that fits their purposes. Once more, this is not
an e�ort that can be accomplished by technical teams alone, and is one more
reason to close the gap between the technical teams and the newsroom.

5.9 Conclusion

In this chapter we have made a first attempt at constructing and implementing
new evaluation criteria for news recommender systems, with a foundation in
normative theory. Based on the DART metrics, first theoretically conceptualized
in earlier work, we propose to look at diversity as a divergence score, observing
di�erences between the issued recommendations and a metric-specific target
distribution. We proposed RADio, a unified rank-aware f-divergence metric
framework that is mathematically grounded and that fits several possible use
cases within the original DART metrics and we hope beyond in future work.
We showed that JS divergence was preferred over other divergence metrics. At
first mathematically, as JS is a proper distance metric, and empirically, via a
sensitivity analysis to di�erent cuto�, rank-awareness and divergence metric
regimes. When our approach is adopted in practice, it enables the evaluation
of news recommender systems on normative principles beyond user relevance.
Finally, we wish to emphasize that the metrics proposed are meant to supplement
standard recommender system evaluation metrics, in the same way that current
beyond-accuracy metrics do. Most importantly, they are meant to bridge the
gap between di�erent disciplines involved in the process of news recommendation
and to support more informed discussion between them. We hope for future
research to foster interdisciplinary teams, leveraging each fields’ unique skills
and specialties.

5.10 Upshots for the Personalization Flow

In this last chapter we look at aspects related to the platforms role in society. We
found that it is possible to formulate a metric that adapts to sanity checks on any
norms and values, as long as they can be expressed in terms of distributions and
are measurable. Oftentimes downplayed or ignored, and although we will never
be able to measure its actual downstream e�ect, we try to put the platforms’
immense role in society into perspective.

For the future, we hope to first motivate and possibly force platforms to
monitor their level of diversity on di�erent normative levels, especially for news
and video platforms that are now part of most of the connected world’s daily life.
But we hope it does not stop here. Rather, why not use these diversity metrics as
losses (see Chapter 3) for our next recommender system? And thus close the loop
between passive observations via metrics and active nudges via recommendations.
In other terms, make our personalization flow a personalization loop.

121



5. Normative Diversity

Reproducibility
To facilitate the reproducibility of the work in this chapter, our code is available
at https://github.com/svrijenhoek/RADio.
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Chapter 6

Conclusions

In this chapter, we describe our main findings across the four chapters of the
thesis. This thesis focuses on a generative personalization flow throughout
the user journey on a video streaming platform. Along this flow, we first
present RecFusion, a system that uses di�usion models to generate novel and
relevant recommendations for users, as part of the emerging field of generative
information retrieval. To make these recommendations more appealing, we then
propose a method to generate personalized stills from movies using sigmoidF1, a
multilabel classification technique that adapts the still to the user’s taste. Then,
using our intent-satisfaction framework, we analyze how the user interactions
on streaming platforms are influenced by the explicit data that is collected by
web analytics, but also the implicit data that is hidden from them. Finally, we
ensure that the recommendations we generate respect the normative diversity
defined by the content providers, using RADio, a framework that measures and
optimizes fairness and diversity of recommendations.

6.1 Main Findings
Below, we describe how each research question was handled by a chapter.

RQ1 Can we use di�usion to do recommendation in the classical user-item
matrix setting?

The answer to RQ1 is yes: in Chapter 2 (Bénédict et al., 2023), we propose
RecFusion, which comprise a set of di�usion models for recommendation. Unlike
image data which contain spatial correlations, a user-item interaction matrix,
commonly utilized in recommendation, lacks spatial relationships between users
and items. We formulate di�usion on a 1D vector and propose binomial di�usion,
which explicitly models binary user-item interactions with a Bernoulli process.
We show that RecFusion approaches the performance of complex VAE baselines
on the core recommendation setting (top-n recommendation for binary non-
sequential feedback) and the most common datasets (MovieLens and Netflix).

RQ2 Is there a way we can generate personalized thumbnails for each item on
a streaming platform?

The answer to RQ2 is yes: in Chapter 3 (Bénédict et al., 2022), we propose
a solution to classify thumbnails (i.e., images) into one or more movie genres.
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More generally, we propose a loss function for multilabel classification. Mul-
tilabel classification is the task of attributing multiple labels to examples via
predictions. Current models formulate a reduction of the multilabel setting into
either multiple binary classifications or multiclass classification, allowing for
the use of existing loss functions (sigmoid, cross-entropy, logistic, etc.). These
multilabel classification reductions do not accommodate for the prediction of
varying numbers of labels per example. Moreover, the loss functions are distant
estimates of the performance metrics. We propose sigmoidF1, a loss function
that is an approximation of the macro F1 score that (i) is smooth and tractable
for stochastic gradient descent at training time, (ii) naturally approximates a
multilabel metric, and (iii) estimates both label suitability and label counts.
We show that any confusion matrix metric can be formulated with a smooth
surrogate. We evaluate the proposed loss function on text and image datasets,
and with a variety of metrics, to account for the complexity of multilabel classi-
fication evaluation. sigmoidF1 outperforms other loss functions on one text and
three image datasets over several metrics. These results show the e�ectiveness
of using inference-time metrics as loss functions for non-trivial classification
problems like multilabel classification.

RQ3 Are users’ intents together with their behavioral data useful signals to
predict or explain satisfaction on a video streaming platform?

In Chapter 4 (Bénédict et al., 2023a), we took a study on that topic in the
music domain and reproduced it for the video domain on Videoland, the video
streaming platform of RTL NL. Logged behavioral data is a common resource
for enhancing the user experience on streaming platforms. In music streaming,
Mehrotra et al. (2019) have shown how complementing behavioral data with
user intent can help predict and explain user satisfaction. Do their findings
extend to video streaming? Compared to music streaming, video streaming
platforms provide relatively shallow catalogs. Finding the right content demands
more active and conscious commitment from users than in the music streaming
setting. Video streaming platforms, in particular, could thus benefit from a
better understanding of user intents and satisfaction level. We replicate Mehrotra
et al. (2019)’s study from music to video streaming and extend their modeling
framework on two fronts: (i) improved modeling accuracy (random forests), and
(ii) interpretability (Bayesian models). Thus, the answer to RQ3 is yes: like the
original study, we find that user intent a�ects behavior and satisfaction itself,
even if to a lesser degree, based on data analysis and modeling. By proposing
a grouping of intents into decisive and explorative categories we highlight a
tension: decisive video streamers are not as keen to interact with the user
interface as exploration-seeking ones. Meanwhile, music streamers explore by
listening. In this study, we find that in video streaming, unsatisfied users provide
the main signal: intent influences satisfaction levels together with behavioral
data, depending on our decisive vs. explorative grouping.

RQ4 Can we formulate a divergence metric that measures the normative diver-
sity of recommendations?
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The answer to RQ4 is yes: in Chapter 5 (Vrijenhoek et al., 2022), we propose
the RADio framework, Rank-Aware Divergence metrIcs to measure nOrmative
diversity. In the traditional recommender system literature, diversity is often
seen as the opposite of similarity, and typically defined as the distance between
identified topics, categories or word models. However, this is not expressive
of the social science’s interpretation of diversity, which accounts for a news
organization’s norms and values and which we here refer to as normative diversity.
We introduce RADio, a versatile metrics framework to evaluate recommendations
according to these normative goals. RADio introduces a rank-aware Jensen
Shannon (JS) divergence. This combination accounts for (i) a user’s decreasing
propensity to observe items further down a list, and (ii) full distributional shifts
as opposed to point estimates. We evaluate RADio’s ability to reflect five
normative concepts in news recommendations on the Microsoft News Dataset
and six (neural) recommendation algorithms, with the help of our metadata
enrichment flow. We find that RADio provides insightful estimates that can
potentially be used to inform news recommender system design.

6.2 Future Directions
Our RADio framework to monitor diversity in recommendations was the last
step of our personalization flow (see Figure 1.1). The personalization flow can be
extended to an entire pipeline, if each thesis chapter was linked with the necessary
data architecture (e.g., collection of user data, deployment of recommendation
models). We could push the analogy of flow and pipeline a little further, as a
way to introduce future research directions.

The first half of the personalization flow, namely Chapter 2 (Bénédict et al.,
2023) and Chapter 3 (Bénédict et al., 2022), presents modeling methods that
match user and content or nudge the user towards certain behaviors. The second
half, namely Chapter 4 (Bénédict et al., 2023a) and Chapter 5 (Vrijenhoek
et al., 2022) propose user monitoring methods. In practice, we can extend this
to a loop: taking the bottom of Figure 1.1, the nudges influence the monitoring
and the monitoring the nudges, and so on. In other words, the model influences
the metrics and the metrics the model.

The loop analogy seems straightforward, but it actually points to a more
complex problem that needs to be addressed. Models are often trained on some
di�erentiable constraints that are not direct proxies of common non-di�erentiable
metrics. These metrics are usually used to test model performance after training
and reflect the investigator’s true measure of interest. For example, cross-entropy
loss is commonly used for multiclass or multilabel classification, but the metrics
are distant cousins, such as F1 score, precision, recall or ROC AUC (Bénédict
et al., 2022). In recommendation, VAEs and di�usion models use the ELBO loss
which is agnostic to ranking positions, but ranking metrics tend to be used at
testing time, like NDCG, MRR, etc. (Bénédict et al., 2023).

Overall, we think that nudging via deploying models and monitoring via
metrics at testing time should be brought closer together. We discuss future
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work based on our model-centric and metric-centric chapters below.

Models
sigmoidF1 (Chapter 3) is most related to the personalization loop initiative (see
previous section), where monitoring metrics are used as losses for our models.
In the multilabel setup, we are first interested in experimenting with further
metrics-as-losses associated with the confusion matrix, such as precision, recall,
accuracy, etc. Further we would like to experiment with metrics-as-losses on
other problems than multilabel classification, such as image captioning and CLIP
models (Radford et al., 2021). Our metrics-as-losses repository aims to tackle
these issues in that order:1 beyond F1 for multilabel classification, can we build
further losses that are surrogates to non-di�erentiable metrics and optimize
directly for the metric of choice via stochastic gradient descent?

Like with sigmoidF1, RecFusion (Chapter 2) opens the door to include user
monitoring as input at training time. Beyond our RecFusion method, which
is mostly about fitting di�usion models to yet a new problem, we hope to
open the door to guided di�usion, to condition recommendations on user and
item history/metadata (a.k.a. critiquing / controllable recommendation (Luo
et al., 2020; Yang et al., 2021; Li et al., 2020; Wu et al., 2019e)). This would
allow to fit more of the monitoring data into the recommendation nudging
mechanisms: in other words to allow for more personalized recommendations.
Our proposed di�usion models, that are specialized for 1D and/or binary setups,
have implications beyond recommendation systems, such as in the medical
domain with MRI and CT scans. Future work on both RecFusion and sigmoidF1
should bring nudging closer to monitoring of users.

Metrics
Chapter 4 focused on intent. Intent – representing unobservable time-varying
user needs – could be inferred at training time to understand the user and
change the user interface in real-time. Predicting the intent could be done
with fast methods like XGBoost. Changing the user interface on the fly would
then be more of an engineering than a modeling challenge. Intent and other
unobserved metrics should always remain hidden from the platform for privacy
reasons. Guessing these unobserved metrics, is a way for a platform to increase
personalization and respect users’ privacy. Subsequent work could bring further
unobserved monitoring metrics as model input (e.g., is the user alone or with
friends? Is the user in a binge watching mood?).

The same can be said about RADio (Chapter 5): why not use our proposed
diversity metrics as input at training time? We see four options: (i) train a rein-
forcement learning algorithm that rewards both accuracy of a recommendation
list and diversity; (ii) make the RADio metrics di�erentiable, for example via a
sigmoid trick like in sigmoidF1; (iii) at inference time, create a recommendation
list, balanced according to diversity clusters (e.g., news topics); and (iv) rerank

1
https://github.com/gabriben/metrics-as-losses
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recommendation lists via a sampling technique like Plackett-Luce (Luce, 1959).
We think that our framework RADio and the study of hidden intents should
both inspire further work on using monitoring metrics as input for training
nudging mechanisms on streaming platforms.

Upshot
We have described how metrics (user monitoring) can be used directly as feedback
signal to our models (nudging mechanisms). This is part of a broader initiative of
end-to-end machine learning solutions. Generative information retrieval (GenIR)
is such an initiative (Metzler et al., 2021), that we pursue with a series of
workshops that started at the SIGIR conference in summer 2023. GenIR is
end-to-end because it relies on a single autoregressive system to predict the next
token (word or document ID) to perform all retrieval tasks: retrieval, reranking,
query-reformulation, natural language answer, conversation, etc. By maintaining
a list of generative retrieval endeavors, we hope to encourage further work in
this direction.2

2
https://github.com/gabriben/awesome-generative-information-retrieval
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Summary

Streaming platforms are the prime medium for consuming audio and video.
They took over DVDs, CDs, and even ended piracy more than 10 years ago
but their main asset – bringing the right content to the right user, through
personalization – is still largely under-researched today. We provide a first
academic attempt at a machine learning-based personalization flow to match
users and content, and monitor the results. As we proceed, we find that there are
still many open questions in personalization and especially in recommendation.
When recommending an item to a user, how do we use unobservable data,
e.g., intent, user and content metadata as input? Can we optimize directly for
non-di�erentiable metrics? What about diversity? To answer these questions,
this thesis proposes data, experimental design, loss functions, and metrics.

In Chapter 2, we make sure that content is matched with users via recom-
mendations. With RecFusion, we explore the potential of di�usion models in
recommendation contexts. We introduce a binary di�usion model tailored to 1D
data and suitable for recommendation scenarios. Beyond the attempt to find
novel applications for an existing method, we open the door to guided di�usion
models for recommendation that integrate user and item metadata as input to
the model.

In Chapter 3, we personalize the recommended content to the user by selecting
a single image of the video for recommendation strips, based on users’ categorical
preferences, such as a favorite movie genre. The task then reduces to classifying
candidate movie shots into one or multiple movie genres: multilabel classification.
We propose sigmoidF1, a new multilabel classification loss that is a di�erentiable
surrogate of the F1 score. This way, we explicitly model correlation between
class labels – e.g., romance and comedy.

In Chapter 4, we take a step back and observe the impact of recommendations
on users. We measure how intent, e.g., binge-watching, and behavioral data,
e.g., clicks, influence user satisfaction. This chapter is a reproducibility study
from the music streaming to the video streaming domain. We provide our
experimental design, simulated data, and model design to encourage further
research into modeling unobservable user data.

In Chapter 5, we propose another monitoring contribution: a way to measure
content diversity on an online platform, adaptable to any kind of definition
of diversity the platform may prioritize (e.g., diversity in political positions
of the content). With RADio, we introduce a framework for evaluating the
diversity of news recommendations by comparing categorical distributions over
recommendation lists. We wrote this chapter to inspire researchers to optimize
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directly for diversity in recommendation models and to apply these metrics to
further domains, such as video and podcast streaming.

Chapter 2 and 3 focus on models to nudge users to content, Chapter 4
and 5 monitor the e�ects via metrics. In the future we hope to bring these
concepts closer together via end-to-end solutions, where personalization models
are directly optimized for the desired metric.
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Samenvatting

Streamingplatformen zijn de belangrijkste media voor het consumeren van
audio en video. Meer dan 10 jaar geleden namen zij DVD’s, CD’s en zelfs
illegale downloads over, maar hun belangrijkste troef – het leveren van de
juiste content aan de juiste gebruiker via personalisatie – is tot op heden nog
grotendeels onderbelicht in academisch onderzoek. In dit proefschrift doen
we een eerste academische poging tot het inrichten van een machine leren
personalization flow om gebruikers en content te matchen, en de resultaten te
monitoren. We ontdekken dat er nog veel open vragen zijn op het gebied van
personalisatie, met name op het gebied van aanbevelingen. Hoe gebruiken we niet-
waarneembare gegevens, bijvoorbeeld de intentie van gebruikers, en de metadata
van gebruikers en de content als input? Kunnen we direct optimaliseren voor
niet-di�erentieerbare metrieken? En hoe zit het met diversiteit optimaliseren?
Om deze vragen te beantwoorden, introduceren we in dit proefschrift data,
experimenteel ontwerp, verliesfuncties en metrieken.

In Hoofdstuk 2 matchen we content en gebruikers door middel van aan-
bevelingen. Met RecFusion verkennen we de potentie van di�usiemodellen in de
aanbevelingscontext. We introduceren een binair di�usiemodel dat aangepast is
op 1D-gegevens, en geschikt is voor aanbevelingsscenario’s. Naast onze poging
om nieuwe toepassingen te vinden voor een bestaande methode, moedigen we
toekomstige onderzoekers aan guided di�ussiemodellen voor aanbevelingen te
gebruiken, met de metadata van zowel gebruikers als items als input.

In Hoofdstuk 3 personaliseren we de aanbevolen content voor de gebruiker
door een enkele afbeelding uit de film of serie in kwestie te selecteren voor de
rij aanbevelingen, op basis van de categorische voorkeuren van gebruikers, zoals
een favoriet filmgenre. De taak wordt dan gereduceerd tot het classificeren van
mogelijke afbeeldingen in één of meerdere filmgenres: multilabelclassificatie. We
stellen sigmoidF1 voor, een nieuwe verliesfunctie voor multilabelclassificatie die
een di�erentieerbare surrogaat is van de F1-score. Op deze manier modelleren
we expliciet correlatie tussen labels van verschillende categorieën (bijvoorbeeld
romantiek en komedie).

In Hoofdstuk 4 doen we een stap terug en observeren we de impact van aan-
bevelingen op gebruikers. We meten hoe de intentie – bijvoorbeeld bingewatchen
– en gedragsgegevens – bijvoorbeeld muisklikken – invloed hebben op de tevre-
denheid van gebruikers. Dit hoofdstuk is een reproduceerbaarheidsstudie van
het muziek- naar het videostreamingsdomein. We introduceren experimenteel
ontwerp, gesimuleerde data, en modelontwerp om verder onderzoek naar het
modelleren van niet-waarneembare gebruikersdata aan te moedigen.
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In Hoofdstuk 5 leveren we een andere bijdrage aan monitoring: een manier om
de diversiteit van content op een online platform te meten, aanpasbaar aan elke
definitie van diversiteit die het platform mogelijkerwijs prioriteert (bijvoorbeeld
diversiteit in politieke kleur van de content). Met RADio introduceren we
een kader voor het evalueren van de diversiteit van nieuwsaanbevelingen door
categorische distributies over aanbevelingslijsten te vergelijken. We hebben dit
hoofdstuk geschreven om onderzoekers te inspireren om het aanbevelingsmodel
direct te optimaliseren voor diversiteit en om deze metriek toe te passen op
verdere domeinen, zoals video- en podcaststreaming.

Hoofdstuk 2 en 3 richten zich op modellen om gebruikers naar inhoud te
sturen, Hoofdstuk 4 en 5 monitoren de e�ecten via metrieken. In de toekomst
hopen we deze concepten dichter bij elkaar te brengen via end-to-end oplossingen,
waarbij personalisatiemodellen direct worden geoptimaliseerd voor de gewenste
metriek.
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A Machine Learning
Personalization Flow

Gabriel Bénédict

Abstract

This thesis describes a machine learning-based personalization flow for streaming
platforms: we match users and content like video or music, and monitor the
results. We find that there are still many open questions in personalization
and especially in recommendation. When recommending an item to a user,
how do we use unobservable data, e.g., intent, user and content metadata as
input? Can we optimize directly for non-differentiable metrics? What about
diversity in recommendations? To answer these questions, this thesis proposes
data, experimental design, loss functions, and metrics. In the future, we hope these
concepts are brought closer together via end-to-end solutions, where personalization
models are directly optimized for the desired metric.
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